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Motivation
Modeling	the	similarity	of	a	pair	of	sentences	is	critical	to	
many	NLP	tasks:

◦ Paraphrase	identification,	ex.	plagiarism	detection	or	detecting	
duplicate	questions
◦Question	answering,	ex.	answer	selection
◦Query	ranking
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What	makes	sentence	modelling	hard?
◦Different	ways	of	saying	the	same	thing
◦Little	annotated	training	data
◦ “Difficult	to	use	sparse,	hand-crafted	features	as	in	conventional	approaches	
in	NLP”(He	et	al.,	2015)
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Existing	Work
◦ Before	deep	learning	methods,	methods	included
◦ N-gram	overlap	on	word	and	characters
◦ Knowledge-based,	 e.g.	using	WordNet
◦ …
◦ Combinations	of	these	methods	and	multi-task	learning

◦ Deep	learning	methods:
◦ Collobert and	Weston	(2008)	trained	CNN	in	multitask	setting
◦ Kalchbrenner et	al.	(2014)	used	dynamic	k-max	pooling	 to	handle	variable	sized	input
◦ Kim	(2014)	used	fixed	&	learned	word	vectors	and	varying	window	sizes	&	convolution	 filters
◦ more	CNNs…
◦ Tai	et	al.	(2015)	and	Zhu	et	al.	(2015)	used	tree-based	LSTM
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Multi-Perspective	CNN
◦ Based	on:	Hua	He,	Kevin	Gimpel,	and	Jimmy	Lin.	2015.	Multi-
Perspective	sentence	similarity	modeling	with	convolutional	neural	
networks.	In	Proceedings	of	EMNLP,	pages	1576–1586.
◦ Compare	sentence	pairs	using	a	“multiplicity	of	perspectives”
◦ Two	components:	sentence	model and	similarity	measurement	
layer
◦ Advantages:
◦ Do	not	use	syntax	parsers
◦ Do	not	need	unsupervised	pre-training	step
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Multi-Perspective	CNN	Architecture

Sentence	Model
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Preparing	Input
◦ Use	GloVe (840B	tokens,	2.2M	vocab,	300d	vectors)	to	create	sentence	embedding
◦ Use	values	from	Normal(0,	1) for	words	not	found	 in	vocab
◦ Pad	sentence	embedding	 to	create	uniformly-sized	batches	for	faster	GPU	training

A	group	of	kids	is	playing	in	a	yard	and	an	old	
man	is	standing	in	the	background

A	group	of	boys	in	a	yard	is	playing	and	a	
man	is	standing	in	the	background
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Sentence	Modelling:	Multi-Perspective	Convolution

Holistic	filters Per-dimensional	filters

Two	types	of	convolution	 for	each	sentence
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Sentence	Modeling:	Multiple	Pooling
Multiple	 types	of	pooling	 for	type	of	convolution,	 we	call	the	group	of	
filters	for	a	particular	convolution	 type	a	“Block”
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Sentence	Modeling:	Multiple	Window	Sizes
Multiple	blocks,	each	corresponding	 to	a	particular	width

ws =	1

ws =	2

ws =	3

A	special	ws =	∞
corresponds	with	
the	entire	
sentence
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Sentence	Modelling:	Putting	it	together
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Sentence	Modelling:	Putting	it	together
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Similarity	Measurement	Layer
◦ We	can	flatten	the	outputs	from	the	different	blocks	into	a	1D	vector	and	
compare	the	result

◦ Problem:	different	parts	of	the	flattened	vector	represent	different	results,	so	
comparing	flattened	vector	might	capture	less	information

◦ Instead,	we	can	compare	over	non-flattened	local	regions
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Local	Region	Comparisons
Horizontal	comparison:	
comparing	 local	regions	of	the	
two	sentences	based	on	matching	
pooling	method	and	window	size	
for	holistic	filters	only.	Compare	
using	cosine	distance	and	
Euclidean	distance.

Vertical	comparison:
Similar,	but	in	vertical	direction	
for	both	holistic	and	per-
dimension	 filters.	Compare	using	
cosine	distance,	Euclidean	
distance,	and	element-wise	
absolute	value.
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Other	Model	Details
◦ Fully-Connected	Layer:	After	similarity	measurement,	add	two	linear	layers	
with	tanh activation	layer	in	between

◦ Final	layer	is	log-softmax layer

16



Re-Implementation
◦Model	used	in	the	paper	was	written	in	Torch
◦ Re-implement	model	in	PyTorch as	a	part	of	wider	efforts	in	
research	group
◦Make	some	changes	to	the	network	and	compare	performance
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Datasets	for	experiments
◦ SICK
◦ Sentences	Involving	Compositional	Knowledge
◦ 9927	sentence	pairs	– 4500	training,	500	dev,	4927	testing
◦ Scores	are	in	range	[1,	5]

◦ MSRVID
◦ Microsoft	Video	Paraphrase	Corpus
◦ 1500	sentence	pairs	– 750	training,	750	testing
◦ Since	no	dev set	is	provided,	~20%	of	the	training	data	is	held	out	for	validation	in	each	
epoch

◦ Scores	are	in	range	[0,	5]
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Training
◦Use	300	spatial	filters	and	20	per-dimension	filters
◦ Both	datasets	are	trained	using	Adam,	using	KL-divergence	loss	
with	L2	regularization	penalty	of	0.001
◦Use	batch	size	of	64	for	SICK,	16	for	MSRVID
◦ Learning	rate:	initially,	0.1,	but	decreases	by	a	factor	of	~3	if	
validation	performance	do	not	improve	after	2	epochs	(reduce	
learning	rate	on	plateau)
◦ Shuffle	training	data	after	every	epoch
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Learning	Curve

Training	set	loss	for	SICK	dataset Dev	set	loss	for	SICK	dataset
*Note:	training	set	loss	 is	showing	summed	 loss	 over	batches,	dev set	loss	is	showing	 average	loss	per	batch.	Due	to	oversight.	I	did	
not	have	time	before	the	presentation	to	make	them	consistent.
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Evaluation	metric	curve

Pearson’s	r	on	dev set
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Benchmark	of	Re-Implementation

r 𝜌
2-layer	Bidirectional	LSTM 0.8488 0.7926
Tai	et al	(2015)	Const.	LSTM 0.8491 0.7873
Tai	et al	(2015)	Dep.	LSTM 0.8676 0.8083

Paper 0.8686 0.8047

Re-impl. 0.8553 0.7905

r

Beltagy et	al.	(2014) 0.8300

Bär et	al.	(2012) 0.8730

Šarić et	al.	(2012) 0.8803

Paper 0.9090

Re-impl. 0.8668

SICK	Dataset MSRVID	Dataset

r	refers	to	Pearson’s	r
𝜌 refers	to	Spearman’s	𝜌
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Modification	1:	Dropout

r 𝜌
2-layer	Bidirectional	LSTM 0.8488 0.7926
Tai	et al	(2015)	Const.	LSTM 0.8491 0.7873
Tai	et al	(2015)	Dep.	LSTM 0.8676 0.8083

Paper 0.8686 0.8047

Re-impl.	w/	modif. 0.8590 0.7917

r

Beltagy et	al.	(2014) 0.8300

Bär et	al.	(2012) 0.8730

Šarić et	al.	(2012) 0.8803

Paper 0.9090

Re-impl.	w/	modif. 0.8788

SICK	Dataset MSRVID	Dataset

Using	dropout	probability	 =	0.5

+0.0037 +0.0012 +0.012
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Modification	2:	Batch	Renormalization

r

0.8604

MSRVID	Dataset

r 𝜌
0.8016 0.7415

SICK	Dataset

Unfortunately	batch	normalization	 did	not	improve	
the	performance	with	the	default	parameters
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Modification	3:	Symmetric	Compare	Unit

r 𝜌
2-layer	Bidirectional	LSTM 0.8488 0.7926
Tai	et al	(2015)	Const.	LSTM 0.8491 0.7873
Tai	et al	(2015)	Dep.	LSTM 0.8676 0.8083

Paper 0.8686 0.8047

Re-impl.	w/	modif. 0.8565 0.7883

r

Beltagy et	al.	(2014) 0.8300

Bär et	al.	(2012) 0.8730

Šarić et	al.	(2012) 0.8803

Paper 0.9090

Re-impl.	w/	modif. 0.8741

SICK	Dataset MSRVID	Dataset

Compared	with	adding	dropout	as	baseline,	 this	did	not	improve	performance

-0.0035 -0.0034 -0.0047
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Randomized	Grid	Search

test	and	val metrics	show	Pearson’s	r.	Found	better	performance	for	MSRVID	dataset.	As	an	improvement,	 can	try	picking	from	a	
random	set	of	reasonable	discrete	parameters	instead.	Thanks	to	Salman	Mohammed	for	randomized	hyperparameter search	script.

+0.001
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Work	in	Progress
◦ Adding	attention	module	in	parallel	with	convolution	layers	(Yin	et	al.,	2016)
◦ Adding	sparse	features	(e.g.	idf)	to	first	linear	layer
◦ Evaluate	performance	on	other	tasks
◦ TrecQA for	question	answering
◦ SNLI	for	inference	(contradiction,	entailment,	neutral)
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