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I. INTRODUCTION

Protein folding is a process by which a polypeptide chain made up of a linear

sequence of amino acids adopts a well-defined three-dimensional native structure

[1]. Single-domain proteins reach their biologically active native conformations

on time scales that are typically on the order of 10–1000 milliseconds [2]. Since

Anfinsen’s pioneering experiments it has been known that protein folding is a

self-assembly process in which the information needed to determine the three-

dimensional native structure is contained in the primary sequence [3]. Given this,

the next important question is how the native state is kinetically reached in such a

short time scale [4]. This issue was first emphasized by Levinthal, who wondered

how a protein of a reasonable length can navigate the astronomically large

conformational space so efficiently [5]. Seeking to resolve the paradox,

Levinthal suggested that certain preferred pathways must guide the chain to

the native state. For years the Levinthal paradox has served as an intellectual

impetus in our quest to understand the mechanisms by which a polypeptide chain

reaches the native conformation.

The last decade has witnessed considerable advances in our understanding of

how a polypeptide chain folds starting from an ensemble of denatured states [6–

13]. In recent years, protein folding kinetics has become increasingly important,

largely because misfolding (i.e., errors in refolding) has been implicated in a

number of diseases [14]. As a result, several advances have been made to probe

the factors that govern the normal folding of proteins. Fast-folding experiments

[2,8,15–19] and single-molecule methods [20–24] are beginning to provide

direct glimpse into the early events in the assembly of proteins. Protein

engineering in conjunction with the �-value analysis has become the corner-

stone technique in deciphering the structures of the elusive transition state

ensemble of two-state folders [25–27]. Although these tools have helped us to

understand folding of individual proteins, considerable progress still needs to be

made before the complex processes in misfolding and assembly of proteins with

increasing complexity are well understood. In particular, to translate the

functional genomics efforts into practical applications, it is important to solve

rapidly the proteomics problem, namely, the determination of protein structures.
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These multifaceted activities have ushered all aspects of protein folding at the

center stage of molecular biology.

The major focus has been in understanding the folding mechanisms of

proteins that display two-state behavior [28]. A variety of factors that determine

the plausible folding scenarios have been identified [6,9–12,29–36]. A number

of distinct folding mechanisms emerge depending on the characteristics

temperatures that determine the phases of the polypeptide chain [10,34]. These

findings explicitly link the underlying thermodynamic properties of proteins

and their folding mechanisms. Several studies have focused on the factors

that determine the folding rates of two-state proteins. Plausible relation-

ships between folding rates and the contact order [37] (which emphasizes

the role of structures involving proximal residues), stability [34,38], and Z

score [34] have been established. Because many of these conceptual ideas

have been described in recent reviews [6,9–12,33,39–41], we will not discuss

these here.

A variety of computational and phenomenological approaches have been

employed to obtain the general principles that control the folding rates and

mechanisms of single-domain globular proteins [6,10,33]. It may be naively

thought that the computational protocol for describing protein folding is

straightforward. Indeed, the folding dynamics is well-described by the classical

Newton equations of motion, and folding may be directly monitored from an

appropriately long trajectory. However, there are two drastic limitations that

prevent this approach to study the folding of proteins. First, the force fields for

such a complex system are not precisely known. As a result, one needs to rely

on the transferability hypothesis that interactions derived for small molecules

can be used in larger systems, such as proteins. The second problem is simple:

the limitations of current CPU power. Repeated folding of even a single-domain

protein requires generating of multiple trajectories in a millisecond time scale.

Even creative use of massively parallel simulations does not entirely solve this

severe numerical constraint [42].1

In light of these difficulties, various simplified models of proteins have been

suggested [10,39,41]. Most of the insights from computations came from the

systematic studies of folding using coarse-grained models. The main rationale

for their use is that a detailed study of such models will reveal general principles,

if any, that govern the folding of proteins [10,39,41,43,44]. Such an approach

1We have recently achieved extraordinary speed-up of folding simulations for several b-hairpin

sequences using distributed computing. In collaboration with Parabon Computations Inc., we have

shown that distinct folding scenarios emerge even in the formation of b-hairpins. For the hairpin

taken from the C-terminal of the immunoglobulin binding protein (GB1), the folding mechanisms

and the time scales depend on the location of the hydrophobic cluster (D. Klimov, D. Newfield, and

D. Thirumalai, unpublised results).
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has yielded considerable insights into the mechanisms, time scales, and path-

ways in the folding of polypeptide chains.

The purpose of this chapter is to describe applications of simple concepts and

computations to three specific problems in protein folding: (i) Are the re-

quirements that folded states of proteins be compact and have low energy

sufficient to explain the emergence of the finite number of folds from a very

dense sequence space? An affirmative answer to this question, at the conceptual

level, can be given using lattice models of proteins [44]. (ii) Phenomenological

theory and lattice model computations are used to clarify the role of disulfide

bonds in protein folding. The theory based on the proximity rule [45] and the

lattice models investigating disulfide bonds formation [46] provided clarifica-

tions of the expected pathways in the refolding of bovine pancreatic trypsin

inhibitor (BPTI). Recent calculations have explained quantitatively the effect of

intact S–S bonds on the folding and stability of barnase. (iii) We describe a

simple model of chaperonin-assisted folding [47]. Specific predictions about the

coupling between conformational change of the chaperone molecule and the

folding of the substrate protein emerge from the calculations. These predictions

were subsequently tested experimentally.

To make this chapter as self-contained as possible, we briefly describe lattice

models and the commonly employed computational methods. This is followed

by a brief description of how a monomeric protein folds. The contents of this

section are important to better appreciate the role of chaperones in the rescue of

proteins. The chapter is concluded with brief comments about the challenges we

face in the straightforward all-atom simulations of protein folding.

II. LATTICE REPRESENTATIONS OF PROTEINS

A. Basic Assumptions

Lattice models (LM) of single chains have long been used in polymer physics to

obtain a number of universal properties (scaling of the size of the polymer with

N, distribution of end-to-end distances, etc.) of real homopolymer chains [48].

For these issues the universal properties are unaffected by the precise interactions

between monomers as long as they are short-ranged. It is not clear a priori that

lattice models can be used to investigate general features of folding (e.g.,

cooperativity of transition from unfolded U to native N states). Single-domain

proteins are finite-sized with the number of amino acid residues, N, not typically

exceeding much beyond 200. Specific interactions that leads to the unique

architecture of the N state cannot be fully represented using LM. The dynamics

of the folding process can clearly depend on the precise move sets, so that the

correspondence between the Monte Carlo simulations and the kinetics in
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aqueous solution is ambiguous at best. Nevertheless, a series of studies from

several groups have yielded a number of predictions many of which have been

affirmed experimentally [6,39,41,47].

In the context of protein folding, lattice models were first introduced by G�o
and co-workers [49]. The insights brought by Dill and Chan in the late 1980s

have had a great influence on the development of LM for understanding protein-

folding kinetics [50]. Dill and co-workers argued that protein folding can be

studied using short enough chains so that exact enumeration of all allowed confor-

mations becomes possible. Exact enumeration enables precise computations of

thermodynamic characteristics. Monte Carlo (MC) simulations, based on

physically motivated move sets, can be used to monitor folding kinetics.

In the simplest LM, amino acids are represented by a single atom (treated as

a backbone a-carbon) and the side chains are not explicitly considered. As a

result, only a few basic interactions found in real proteins can be modeled. In

the most popular version of LM the polypeptide chain adopts a self-avoiding

walk on a cubic lattice [32,51,52]. The heterogeneity of interactions in amino

acids is mimicked by having several interaction energy scales between the beads

of the chain. In general, only short-range interactions between nonbonded

residues that are nearest neighbors on the cubic lattice are taken into account.

Thus, a generic energy function for such a model includes three components:

(i) connectivity of the chain is preserved through rigid bonding of successive

beads; (ii) a self-avoidance condition is imposed by the restriction that a given

lattice site can be occupied only once; (iii) the contact interactions between the

side chain beads i and j Bi jðji � j j � 1Þ are given by pairwise potentials. The

energy of a conformation is

E ¼
X
i< j

Bijdj~ri�~rjj;a ð1Þ

where dr;a is the Kronecker delta function and a (¼3.8 Å) is the lattice spacing.

1. Contact Energies

There are several models for the interaction matrix elements Bij which take into

account the diversity of interactions between amino acids. Because these models

are at best a simple representation of the potentials in real proteins, it is not a

priori clear that any particular model is better than the other. In the literature

several different interaction schemes have been utilized [32,34,39,47,51,52].

These include HP model [39,51], random bond (RB) model [32], and the

pairwise potentials derived from the statistical analysis of contacts between

different amino acids in the protein structures [53–55]. In what follows we give a

brief description of these models.
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2. HP Model

This model reduces the set of 20 naturally occurring amino acids to two kinds,

namely, hydrophobic (H) and polar (P) [39,51]. A sequence is given by the

nature of the amino acid residue at a given position. For example, HPHPH is a

sequence with N ¼ 5. There are 2N total sequences for a given N. In the HP

model the interactions are given by a 2 � 2 matrix, whose elements are

BHH ¼ �E and zeros, otherwise. Despite the simplicity of the model, it is not

exactly solvable due to the chain connectivity and excluded volume effects. Be-

cause the HP model can lead to microphase separation, variations in the inter-

action energies have been introduced. Various aspects of folding observed in the HP

model (two-letter code) have been investigated by Dill et al. [39] and others [51].

3. Random Bond Model

In the RB model [32] the interaction elements are drawn from the Gaussian

distribution

PðBijÞ ¼
1ffiffiffiffiffiffi
2p

p
B

exp �ðBij � B0Þ2

2B2

 !
ð2Þ

where B0 is the average interaction that specifies the strength of the drive toward

forming compact structures at low temperatures, and the dispersion B gives the

extent of diversity of the interactions among beads. Energy is measured in

terms of B which is set to unity. The choice of B0 ¼ �0:1 [32] ensures that the

fraction of hydrophobic residues in a sequence (specified by the interaction

matrix elements Bi j) is about 0.55, which roughly coincides with the fraction of

hydrophobic residues in real proteins. A sequence is specified by the matrix of

contact energies Bi j.

4. Statistically Derived Pairwise Potentials

In this case, the energies Bi j are given by pairwise statistical potentials computed

by analyzing the frequency of amino acids interactions in the experimentally

determined protein structures. Several sets of such potentials are currently

available. These includes the potentials calculated by Miyazawa and Jernigan

(MJ) [53], Kolinski, Godzik, and Skolnick (KGS) [54], Mirny and Shakhnovich

[56], Tobi and Elber [57], and Betancourt and Thirumalai [55]. The major

advantage of the such potential sets is that the model lattice sequence may now

be described in terms of ‘‘real’’ amino acid composition, assuming that the

contact energies reproduce the nature of interactions between amino acids.

5. G�o Model

The G�o model does not directly introduce a new force field, but modifies the

existing energy function by tuning it to the known native structure [58].

Specifically, the G�o model considers only the interactions between residues
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(beads on the lattice) that are present in the native (ground) state. In other words,

only native contacts are taken into account. The major advantage of the G�o
model is almost a complete elimination of frustration in a model protein and, as a

result, a substantial increase in the folding rates [59]. The severe shortcoming is

that the energy function and the native structure cannot be decoupled; conse-

quently the G�o model, despite being topologically frustrated, is ‘‘foldable’’ by

definition.

B. Lattice Models with Side Chains

The cubic lattice models described above is the simplest version of the coarse-

grained model. One obvious way to make it more realistic is to incorporate the

explicit representation of side chains [60]. In this case, a polypeptide chain is

modeled by a sequence of N backbone beads, representing the Ca carbons of a

protein backbone. Side-chain beads, which mimic amino acid residues, are

attached to each backbone bead. In all, there are 2N beads in the model, all of

which occupy the vertices of cubic lattice. The conformation of a protein is

specified by 2N vectors~rb;i;~rs;i; i ¼ 1; 2; . . . ;N ¼ 15, where~rb;i and~rs;i are the

positions of backbone and side-chain beads, respectively. The energy function

used for the side-chain model is typically the same as employed in the model

without side chains. These models provide a more realistic description of

cooperativity of folding, because they include effects of side-chain packing [39].

C. Computational Methods

1. Exhaustive Enumeration

The conformational space of short lattice sequences can be exhaustively

enumerated. All conformations for a polypeptide chains with N920 on a cubic

lattice can be enumerated using the Martin algorithm [61]. This algorithm

successively generates all self-avoiding conformations for a given N, which

allows exact calculation of any thermodynamic quantity. In order to reduce the

sixfold symmetry on the cubic lattice, the direction of the first monomeric bond

may be fixed in all conformations. The remaining conformations are still related

by the eightfold symmetry on the cubic lattice (excluding the cases when

conformations are completely confined to a plane or straight line). To decrease

further the number of conformations, the Martin algorithm may be modified to

reject all conformations related by this symmetry [32]. For longer model

sequences the CPU time required to enumerate all conformations becomes

prohibitively long. With constant upgrade in computer power this limitation is

being steadily overcome.

2. Monte Carlo Method

The standard method for studying thermodynamics and kinetics of folding in the

context of lattice models is the Monte Carlo (MC) algorithm [62]. Several types
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of moves are commonly used [32]. These are (i) corner moves (a flip of the

residue across the diagonal of the square formed by the neighboring bonds), (ii)

crankshaft rotations (rotation of the beads i þ 1 and i þ 2, while keeping the

adjacent beads i and i þ 3 fixed), and (iii) rotation of the end beads. Although the

precise choice of moves or their probabilities affects the local structural

dynamics, it is commonly believed that the general thermodynamic properties

and even kinetic characteristics remain unchanged as long as the moves are

ergodic. Even with the choice of physically motivated move sets their influence

on the results must be tested.

3. Multiple Histogram Technique

The thermodynamic quantities for longer chains may be effectively computed

using the multiple histogram method [51,60,63]. The method is based on the

collection of a set of histograms at different values of the external parameter and

combining them by reweightening the contribution from individual histograms.

The thermal average of any quantity may then be calculated. Technically,

multiple slow-cooling MC trajectories, each starting from different conditions,

are needed to obtained the histograms. Each trajectory starts at a high temperature

(Th > Ty) and ends at the temperature Tl < TF , where Ty and TF are the collapse

and folding temperatures, respectively. In the course of a trajectory the

temperature is changed periodically by small decrements, and the portions of

simulations at a given fixed temperature (after quick equilibration intervals) are

used for histogram collection. Usually, histograms for the values of energy,

number of native contacts, radius of gyration, and so on, are obtained. There is no

general prescription for choosing the lengths of the trajectory and of the equili-

bration interval because they depend strongly on the sequence and on the

temperature. The number of trajectories is determined by the condition that the

thermodynamics of the system should not change significantly with subsequent

increase in sampling. Thus, by using multiple histogram technique, one can

completely characterize the thermodynamics of the system by calculating the

average of any quantity as a function of external parameter as well as the free

energy profiles. Using the histograms, we can generate free energy profiles,

provided that a useful reaction coordinate is chosen.

4. Folding Kinetics

The kinetics of folding of a lattice sequence is obtained using multiple

folding trajectories at a fixed temperature. Each trajectory starts from a different

high-temperature conformation. After a sudden quench of the temperature to Ts,

the chain kinetics is monitored. Typically, the folding kinetics is characterized by

time dependence of folding probes averaged over the total number of trajectories

considered. The first passage to the native structure t1i is also recorded. From the

distribution of t1i Pfp, the fraction of trajectories that have not reached the native
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conformation at a time t is calculated using

PuðtÞ ¼ 1 �
ðt

0

PfpðsÞ ds ð3Þ

The integral of PuðtÞ determines the average passage time tF as

tF ¼
ð1

0

PuðtÞ dt ð4Þ

Accurate results require generation of hundreds of folding events.

III. REDUCTION IN CONFORMATIONAL SPACE

A. Importance of Excluded Volume Interactions

The impetus to examine the size of the conformational space of proteins comes

from Levinthal [5], who wondered how can a polypeptide chain, even though it is

relatively small, navigate the vast number of allowed conformations in search of

the unique native state? A popular resolution of this argument suggests that

fundamental constraints, notably the excluded volume (EV) interactions between

atoms, so vastly reduces the conformations that only a very limited number is

ever sampled. This idea can be precisely tested using appropriate models.

The number of independent conformations for a chain with N beads on a

cubic lattice is CIND ¼ ZN , where Z (¼6) is the lattice coordination number. If

excluded volume interactions (also referred to as steric clashes [64]) are taken

into account, then the number of allowed conformations is

CEV ’ ZN
eff Ng�1 ð5Þ

where the universal exponent g � 1:16, and Zeff ¼ 4.684 in a cubic lattice. Both

CIND and CEV scale exponentially with N. However, it might be argued that the

finite size of the proteins might make the reduction, due to EV interactions, so

significant that the ‘‘entropy price’’ to adopt native-like conformations is not

very large. In a cubic lattice the entropy change, �S, upon going from SIND to SEV

is �S=kB � N lnðZ=Zeff Þ: For N ¼ 10;�S � 12:8 eu, which is substantial.

However, the absolute entropy associated with SEV is N ln Zeff. Neglecting

logarithmic corrections we get SEV ¼ kB ln CEV � 15:4 eu: Thus, considering

steric clashes alone does substantially reduce the size of the conformational

space. However, this reduction is not sufficiently large to solve the ‘‘search

problem’’ envisioned by Levinthal.

In a recent interesting article, Pappu et al. [64] have reemphasized the

importance of excluded volume interactions by enumerating the allowed

conformations for blocked all-atom polyalanine chains, Al–(Ala)n–N0-methylamide
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for n � 7. By coarse graining the ðf;cÞ angles, they showed that the con-

formational space due to EV interactions is less than it would be if the ðf;cÞ
angles are considered independent as suggested by Flory. This result is in

qualitative accord with the estimates for lattice models given above. As pointed

out above, this reduction is not sufficient to provide a qualitative explanation of

the central kinetic issue raised by Levinthal.

Pappu et al. [64] suggest that EV interactions or steric clashes ‘‘bias’’ the

conformations so that even in the unfolded state there is a significant tendency

to form local structures. This is certainly the case in off-lattice models of

proteins [10]. Typically, these fluctuating structures are stabilized by additional

interactions (say, hydrogen bonding). If the favorable biasing interactions are too

strong (greater than 2–3 kBT), then the local interactions would become incom-

patible with the tertiary interactions. This has been shown to increase the topo-

logical frustration [65] see below, which in turn can lead to the dominance of

kinetic traps. Thus, arguments that are based solely on the reduction of

conformational space of proteins cannot account for the global folding mechan-

isms. Harmony (or consistency) between local and nonlocal interactions is

necessary for efficient folding of proteins.

If only EV interactions are included in polypeptide chains, the chain cannot

undergo a ‘‘phase transition’’ to any specific conformation. The effective mean-

field one-body potential describing EV interactions is known to be long-ranged

(scaling as r�4=3). Consequently the polypeptide chain would adopt a random

coil state at all temperatures, if only EV interactions are included. However, the

chain can be induced to adopt a preferred structure (native conformation), if an

additional attractive energy �E between residues (hydrogen bond interactions,

for example) is introduced. This is the basis of the popular HP model for

proteins [39]. In a model, which takes into account the EV and attractive

interactions, a phase transition into a native-like structure can occur at T such

that T � CNE=SU , where CN is the number of favorable native interactions and

SU is the entropy of the unfolded state. Pappu et al. [64] showed that by

including an attractive energy term to mimic backbone hydrogen bonding, an

apparent two-state transition from a stretched state to a contracted state takes

place (Fig. 1). This kind of apparent two-state transitions, similar to those found

in proteins, has been observed in simple lattice models as well [6]. The

interesting feature of the calculations by Pappu et al. [64] is that a realistic

model of even a short polypeptide chain with only one attractive energy scale

can exhibit protein-like behavior.

IV. EMERGENCE OF STRUCTURES FROM THE
DENSE SEQUENCE SPACE

The sequence space of proteins is extremely dense as the number of possible

sequences for proteins of length N scales as 20N. However, not all these

44 d. thirumalai, d. k. klimov, and r. i. dima



sequences encode for foldable protein structures, which for functional purposes

are constrained to have specific physical characteristics. How do viable protein

structures emerge from the dense sea of sequence space [66]? The extraordinary

thinning of the sequence space as one gets to the structure space may be

understood purely on the basis of accepted physical properties of proteins. To

this end, two interrelated physical features of folded proteins must be taken into

account. (i) Native proteins are compact. (ii) The interior of proteins consists

mainly of hydrophobic residues, while the hydrophilic residues are typically

found on the surface. This gives rise to a maximum number of favorable

interactions making the native state very low in energy.

Lattice models are remarkably useful in answering the conceptual question

posed above. To infer the sequence to structure mapping, we performed an

exhaustive enumeration of all self-avoiding conformations for the sequences

confined to cubic lattice with N ¼ 15 [44]. The RB model has been used in the

energy function with the parameters B0 ¼ �0:1 and B ¼ 1. Protein-like struc-

tures are not only compact but also have low energy. We first computed the
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Figure 1. Dependence of the radius of gyration hRgi for polyalanyl chain of length n = 7 [64]

on the hydrogen bond length E. As E increases, compact conformations are populated preferentially.

The transition from the extended conformations at higher values of E to the contracted conformations

occurs rather cooperatively in an apparent ‘‘two-state’’ manner. The radius of gyration is computed

using a coarse-grained thermally weighted density of states (see Ref. 64 for details). Conformations

that make the most significant contributions at different values of E are also shown.
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number of compact structures (CSs) for a given N;CN , (CS). The number of

CSs, in its most general form, is expected to scale as

CNðCSÞ ’ �ZNZ
Nd�1

d

1 Ngc�1 ð6Þ

where ln �Z is the conformational free energy (in units of kBT), Z1 is the surface

fugacity, d is the spatial dimension, and gc measures possible logarithmic

corrections to the free energy. The number of natural protein folds is limited

(perhaps a few thousands), and their number is expected to grow at rates much

smaller than those predicted in Eq. (2). To explore this we calculated by exact

enumeration the number of minimum energy structures (MES), CN(MES), as a

function of N.

We define MES as those conformations whose energies lie within the energy

interval � above the lowest energy E0, corresponding to the native state. Several

values for � (1.2 or 0.6) were used to ensure that no qualitative changes in the

results are observed. We also tested another definition for � ¼ 1:3jE0 � tB0j=N,

where t is the number of nearest-neighbor contacts in the ground state. It is

worth noting that in the latter case � increases with N. Nevertheless, both

definitions yield equivalent results. The computational technique involves

exhaustive enumeration of all self-avoiding conformations for N� 15 on a

cubic lattice. We calculated the energies of all conformations according to Eq.

(1) and then determined the number of MES and CS. Each quantity, such as

CN(MES), CN (CS), the lowest energy E0, or the number of nearest-neighbor

contacts t in the lowest energy structures, is averaged over 30 sequences. To test

the reliability of the computational results, an additional sample of 30 RB

sequences was generated. Note that in the case of C(MES) we computed the

quenched average as CNðMESÞ ¼ exp ½ ln ½cðMESÞ��, where c is the number of

MES for one sequence.

The number of MES C(MES) is plotted as a function of the number of

residues N in Fig. 2 for � ¼ 0.6. A pair of squares for a given N represents

C(MES) computed for two independent runs of 30 sequences each. For

comparison, the number of self-avoiding walks C(SAW) and the number of

CS C(CS) are also plotted in this figure (diamonds and triangles, respectively).

As expected on general theoretical grounds, C(SAW) and C(CS) grow expo-

nentially with N, whereas the number of MES C(MES) exhibits drastically

different scaling behavior. There is no variation in CN (MES) (normally, associ-

ated with the variation of shapes of compact structures) and its value remains

steady within the entire interval of N starting with N ¼ 7. We find (see Fig. 2)

that CN (MES)� 101. This result further validates our earlier finding for the two-

dimensional model [46]. The results strongly suggest that CN (MES) scales only

as ln N. Thus, the dual restriction of compactness and low energy of the native

states may impose an upper bound on the number of distinct protein folds.
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A. Designability of Protein Folds

The computations described above indicate that minimal restrictions on the

structures (compactness and low energies) make the structure space sparse.

Consequently, each basin of attraction in the structure space must contain

numerous sequences [66]. The way these sequences are distributed among the

very slowly growing number (with respect to N) of conformations—that is, the

density of sequences in structure space—is another important question. Li et al.

[67] considered a three dimensional cubic lattice proteins with N ¼ 27. By using

the HP model and restricting themselves to only maximally compact structures

as tentative candidates for protein native states, they showed that certain folds

(i.e., structures) accommodate much larger number of sequences (see Fig. 3a)

than the others. In one example, they found the NBA (the structure) that serves

as a ground state for 3794(!) (when the total number is 227) sequences and, hence,

was considered most designable. The precise distribution of sequences among

NBAs is a function of the particular energy function.

An important conclusion of Li et al. [67] is that one can define, at least

operationally, a designability index for every fold found in PDB. The structural

characteristics of a given fold determine its designability. Several authors have

suggested that if the fold has even an approximate symmetry, then it would be

more designable [67,68]. This might explain the preponderance of TIM barrel
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Figure 2. Scaling of the number of MES CN (MES) (squares) on a cubic lattice. The data are

obtained for B0 ¼ 0.1 and � ¼ 0:6. The pairs of squares for each N represent the quenched averages

for different samples of 30 RB sequences. The number of compact structures CN (CS) and self-

avoiding conformations CN(SAW) are plotted to highlight the dramatic difference in scaling

behavior. It is clear that C(MES) remains practically flat; that is, it grows no faster than ln N.
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structures. If the symmetry argument is extended to RNAs, then we would

conclude that certain symmetries should be hidden at the sequence level of

mRNAs and ultimately the genes themselves encoding a given protein [44].

Because the number of NBA for the entire sequence space is very small, it is

likely that proteins could have evolved randomly. Natural folds must correspond

to one of the native basins of attraction in the structure space so that many

sequences have these folds as the native conformations. In other words, natural

protein folds, especially those with approximate symmetries, represent highly

designable structures [67]. Further support for these ideas comes from the

study of Lindgard and Bohr [69]. These authors showed that among maximally

compact structures there are only very few folds that have protein-like charac-

teristics. It was also estimated that the number of distinct protein folds is on the

order of 103. Thus, each fold can be designed by many candidate sequences.

However, there is also evolutionary pressure for sufficiently rapid folding to

avoid aggregation. This kinetic requirement further restricts the possible

sequences that can serve as biologically viable proteins (Fig. 3b).

V. PROTEIN FOLDING MECHANISM

Using lattice models with side chains we describe the most commonly found

scenarios observed in protein folding. Because this topic has been subject of

numerous reviews [6,9–12,41], we will stress a few points that are relevant in

considering chaperonin-mediated protein folding that is discussed in Section VII.

A. Two-State Folders

Thermodynamics for the sequence with the native state shown in Fig. 4 with the

contact interaction potentials Bij taken from Table III of Ref. 54 reveals that it

folds cooperatively in an apparent two-state manner. This is also reflected in the

thermal distribution of the overlap function values h(w) at the folding transition

temperature TF (Fig. 4). A nearly bimodal distribution of h(w) with the peaks at

w9 0:2 (NBA) and w � 0.6 (unfolded state) is observed. There is also

nonnegligible contribution from the intermediate values of w representing

partially folded structures. Experiments that probe in more detail the thermal

unfolding of proteins are beginning to reveal the possible importance of these

Figure 3. (a) A log–log plot of the histogram for number of structures with respect to the

number of associated sequences Ns for 27-mer maximally compact cubic lattice conformations [67].

The plot illustrates a dramatic heterogeneity among structures in terms of their ability to encode

protein sequences. (b) Schematic illustration of the mapping of vast sequence space onto the limited

number of protein folds. This mapping involves drastic reduction in sequence space as polypeptide

sequences evolve into functionally competent proteins.
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conformations [70]. Due to substantial contribution from the partially folded

structures, thermal unfolding cannot be quantitatively described as two-state.

The folding kinetics can be probed using the distribution of the first passage

times, t1i. Several hundred (�600) folding events are used to obtain the

distribution of t1i, from which the fraction of unfolded molecules PuðtÞ may

be readily obtained. In addition to PuðtÞ, we have computed the time depen-

dence of the radius of gyration hRgðtÞi, where the average is taken over 100

folding trajectories.

The sequence, whose native state is shown in Fig. 4, displays two-state

kinetics for the temperatures T � 0:8TF; that is, PuðtÞ � expð� t
tF
Þ, where tF is

the folding time. To probe the sequence of events en route to the native

conformation, we computed hRgðtÞi, which reveals two stages in collapse.

Initial rapid burst phase is followed by a gradual chain compaction (Fig. 5). The

overall collapse time tc is associated with the second characteristic time. From

the approach to the native conformation we draw the following general

conclusions regarding two-state folders:

(a) The ratio tF=tc for two-state folders is typically less than 10. This is

consistent with the fast-folding experiments on several two-state folders, which

0.0
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Figure 4. Native structures of sequences A generated using [126] is shown in the left panel.

Backbone and side-chain beads are shown in light and dark gray, respectively. Native conformation

is compact and has a well-defined hydrophobic core. The figure is generated using program RasMol

[126]. The right panel displays the thermal distribution of states hðwÞ calculated at T � TF for

sequence A. hðwÞ is approximately bimodal so that only NBA ðw9 0:2Þ and unfolded state

Uðw � 0:6Þ are significantly populated. Although small, the population of intermediate states

nevertheless makes a sizable contribution to thermodynamics (affecting mainly cooperativity of

folding).
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show that proteins rapidly collapse and reconfigure themselves to reach the

native state. For the sequence in Fig. 4, tF=tc � 3. This ratio is in the range

5–10 for proteins.

(b) Analysis of the collapsed conformations shows that they are native-like;

that is, the initial collapse in two-state folders is ‘‘specific’’ with very few

nonnative interactions present. The overall scheme for reaching the NBA for

two-state folders, which was predicted using theoretical arguments, is

U ! fINg ! N ð7Þ

where fINg is a collection of native-like structures. Fast-folding experiments on

cyt-c and tendamistat [71] have been interpreted using this picture. Because the

initial collapse is specific, the ensemble of native-like intermediates can

be likened to an ‘‘on-pathway’’ intermediate. Lattice simulations (without side

chains) using G�o model have come to a similar conclusion [72]. In the G�o model

the only possible nonnative ‘‘interaction’’ comes from the topological entangle-

ments, which are highly unlikely given the relatively small (48-mer) well-

designed sequence.
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Figure 5. The time dependence of the normalized radius of gyration hRgðtÞi and the fraction of

unfolded molecules PuðtÞ for sequence A at T ¼ 0.94TF . Data are averaged over 100 [for hRgðtÞi]
and 600 [for PuðtÞ] trajectories. PuðtÞ decays exponentially with the time scale tF ¼ 2:07�
106 MCS. The approach of hRgðtÞi to equilibrium is biexponential with the times scales 0:083�
106 MCS and 0:698 � 106 MCS. The first time scale is due to extremely rapid burst-phase partial

collapse. The second time scale, which is associated with the collapse time tc, corresponds to the

final compaction. The ratio tF=tc is approximately 3.0.
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B. Moderate Folders, Topological Frustration, and
Kinetic Partitioning Mechanism

Many qualitative aspects of the folding kinetics of moderate folders can

be understood in terms of the concept of topological frustration [10]. On

average, about 55% of residues in proteins are hydrophobic, and their density

along the sequence is roughly constant. As a result, on any local length scale

there is a propensity for the hydrophobic residues to form tertiary contacts

(structures) under folding conditions; that is, proximal residues adopt preferred

structures. The assembly of the resulting structures would most likely be in

conflict with the global native fold. The incompatibility of the low free-energy

structures on local and global scales leads to a phenomenon called topological

frustration. Topological frustration is an intrinsic property of all foldable

sequences and arises due to the polymeric nature of proteins and the

heterogeneity of amino acids. It follows that even the G�o model is topologically

frustrated because residue connectivity can render certain favorable local

structure incompatible with the global fold. An important physical outcome of

topological frustration is that the free-energy folding landscape is rough,

consisting of many minima that are separated by barriers of varying heights.

One of the principal consequences of topological frustration is that the fold-

ing kinetics follows the kinetic partitioning mechanism (KPM) [10]. Imagine an

ensemble of unfolded molecules in search of the native conformation (Fig. 6).

Due to the heterogeneity of folding pathways, a fraction of molecules, �, would

reach the NBA (or N) rapidly without being kinetically trapped in the low-lying

free-energy competing basins of attraction (CBA). The remaining fraction,

{U}

{ { II i}

I

N

N

}NSC

Φ

1 − Φ

Figure 6. The sketch of the protein folding pathways. The fast (upper) folding pathway

includes the formation of native-like collapsed states {IN}, which rapidly convert into the native

state N. The fraction of protein molecules, folding along this pathway, is �. For two-state folders,

� � 1. The lower track (followed by 1 � � molecules) represents slow pathway(s), which fold by a

three-stage kinetic mechanism. At the first stage, nonspecific collapse species INSC form, which later

convert into a collection of discrete native-like intermediates {Ii}. The transition from {Ii} to the

native state is slow and represents the rate-limiting step in the slow pathway. The degree of

heterogeneity in the folding pathways depends on the sequence and external conditions.
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(1��), would be trapped, and only on longer time scales would thermal

fluctuations enable the chain to reach the NBA through an activated process.

The value of the partition factor � depends on the sequence and external

conditions. Thus, topological frustration leads to a separation of the initial

ensemble of denatured molecules into fast- and slow-folding phases (Fig. 6).

For two-state folders, which have a funnel-like free energy landscape, � ¼ 1.

According to the KPM PuðtÞ [see Eq. (3)] is given by

PuðtÞ ¼ � exp � t

tN

� �
þ
X

k

ak exp � t

tk

� �
ð8Þ

where tN is the time scale for reaching the native state by the fast (direct) process

(presumably by the nucleation-collapse), and tk is the time scale for indirect

folding pathways, in which the native state is reached after escaping a local free-

energy minimum (trap) k. Prefactors ak are related to the ‘‘volumes’’ associated

with the kth CBA. Thus, folding trajectories can be divided into those that reach

the native conformation rapidly (their fraction or partition factor is �) and those

that follow indirect off-pathway routes (Fig. 6).

The validity of the KPM has been demonstrated in several protein-like

models beginning with the studies of Guo and Thirumalai [73]. More impor-

tantly, refolding experiments, on lysozyme [74] and large ribozymes [75] have

confirmed the KPM. Using interrupted folding experiments, Kiefhaber [74] was

the first to show that � � 0:15 in lysozyme. Subsequent studies of lysozyme by

Dobson and coworkers [76] show that � � 0:25 in lysozyme. The difference is

presumably due to changes in folding conditions. Perhaps the most direct

demonstration of the validity of the KPM comes from the single-molecule

FRET measurements on the L-21 Sca I ribozyme [77]. The results of these

experiments analyzed by us showed that � � 0:06, which is consistent with the

estimates from ensemble measurements. These experiments show that KPM

offers an unified picture of folding for a class of proteins and RNA [78].

VI. DISULFIDE BONDS IN FOLDING

A. Refolding of BPTI

Bovine pancreatic trypsin inhibitor (BPTI), a small protein with 56 amino acid

residues (Fig. 7), is the first one for which a detailed map of the refolding

pathways was deciphered. The native state of BPTI contains three disulfide (S–S)

bonds formed between six Cys residues. Native state is specified by [30–51;

5–55;14–38] bonds. This notation indicates that Cys30 forms an S–S bond with

Cys51, and so on. Reduction of the S–S bonds unfolds BPTI. By using S–S bond

formation as a ‘‘progress variable,’’ Creighton [79–83] devised ingenious

methods to trap the disulfide-bonded intermediates along the folding pathway.
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The refolding pathways were described in terms of the nature of the inter-

mediates that accumulate during folding. There are 75 distinct intermediates

containing one or more disulfide bonds that can be formed from six Cys residues.

On the time scale of the experiments, Creighton discovered that only eight inter-

mediates could be detected. These experiments were among the earliest to show

that in the folding reaction only a small number of partially folded intermediates

accumulates.

The most surprising discovery made by Creighton [79–83] was that in the

refolding of BPTI, three non-native states—namely, the intermediates with

disulfide bonds not present in the native state—are well-populated. More im-

portantly, two of the non-native species, [30–51;5–14] and [30–51;5–38], are

involved in the productive pathway; that is, folding proceeds through either of

these two kinetically equivalent intermediates. The detection method employed

by Creighton involves quenching the folding reaction using chemistry to stop

the reaction. To isolate only the intermediate that would naturally occur in the

refolding process, the quench rate must exceed rates of formation of other

products. The chemistry of the quench method determines the time required to

stop the reaction from progressing. Creighton’s findings were challenged by

Figure 7. See also color insert. The native-state

conformation of the bovine pancreatic trypsin

inhibitor (BPTI). The figure was produced with the

program RasMol 2.7.1 [126] from the PDB entry

1bpi. There are three disulfide bonds in this protein:

Cys5–Cys55 shown in red, Cys14–Cys38 shown in

black, and Cys30–Cys51 shown in blue. The

corresponding Cys residues are in the ball-and-stick

representation and are labeled. The two helices

(residues 2–7 and 47–56) are shown in green.
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Weissman and Kim (WK) [84–87], who used pH changes (acid quenching) to

disrupt the folding reaction. The most glaring difference between the two series

of studies is that WK showed that, in the productive pathway, only native

intermediates play a significant role. Non-native intermediates may only be

involved as required by disulfide chemistry in the last stages of folding of BPTI;

that is, they play a role in the formation of the precursor [30–51;5–55] from

[30–51;14–38] (denoted by Nsh
sh and N0, respectively).

In an attempt to resolve the apparent controversy between the findings of

Creighton and WK, we introduced a phenomenological theory, referred to as the

proximity rule [45], to predict the folding pathways in globular proteins. Our

theory accounts for entropic effects analytically and energetic effects only

approximately. The premise of the proximity rule is that local events, governed

mainly by entropic considerations, dictate the initial events in protein folding.

The importance of local events is the basis of the hierarchic mechanism of

folding [11,12] and is also emphasized in the notion that contact order [37] is

the primary determinant of folding rates of proteins. Just as in the applications

of proximity rule, we expect that theories that rely largely on local events can

only account for the early processes in folding. However, such theories often

‘‘work’’ in regimes for which they are not, in principle, applicable.

B. Proximity Rule

The major conformational changes in disulfide bonded proteins, such as BPTI

and ribonuclease A [88], can be understood in terms of disulfide bond

rearrangement. Thus, the conformations of the intermediates that determine

the folding pathways are specified in terms of the S–S bonds. In such proteins

the S–S bonds serve as a surrogate ‘‘reaction coordinate.’’ These observations

enable us to develop the proximity rule based on the following general principles.

1. Loop Formation Probability

We assume that the initial intramolecular disulfide bond rearrangement is a

random process governed largely by entropic considerations. The probability of

forming a disulfide bond under oxidizing conditions depends only on the loop

length l ¼ ji � j j; where i and j are the positions of the Cys residues along the

polypeptide chain. The probability of simultaneous loop formation of lengths l1
and l2, P(l1, l2), is assumed to be proportional to P(l1)P(l2). The absence of

correlation limits the theory to the prediction of only the earliest events in BPTI

refolding. Similarly, theories that are based on local propensities alone can only

describe the formation of secondary structures and initial tertiary structures in the

folding of globular proteins. Despite this limitation, the utility of the proximity

rule to predict the refolding pathways of BPTI was extended using parameters

determined from experiments [45]. The loop formation probability P(l) may be

computed by modeling the polypeptide chain as a semiflexible chain.
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2. Folding Kinetics

For slow-folding proteins, which require reconfiguration of partially folded

structures, folding follows a three-stage kinetics [45]. These stages are as

follows: (i) There is a rapid collapse of the chain to a set of compact confor-

mations. At this stage, most of the free energy arises from a competition between

hydrophobic forces and loop entropy. In BPTI this stage is characterized by the

need to have proper loop contacts between Cys residues, so that a single S–S

bond can form. At the end of this stage the most stable single disulfide species

accumulate. (ii) The rearrangement of the single disulfide bonds leads to the

formation of the native two-disulfide species. (iii) The rate-determining step

involves the transition from the stable two-disulfide species to the native

conformation. In this sequential progression bifurcations in the folding pathways

are possible resulting in the parallel pathways to the native state.

Loop formation probability PðlÞ may be obtained approximately using

statistical mechanics of stiff chains [89]. Here, we provide the physical

requirements. For chains with an effective persistence length lp, we expect

PðlÞ to be negligible for l < lp.2 This is because the requisite self-avoidance

criterion, bond angle, and dihedral angle constraints are violated for the loop

lengths less than lp. In the denatured conformations, excluded volume inter-

actions are predominant; therefore for large enough l we expect P(l) to decay as

� l�y3 with y3 � 2:2. Combining these requirements, we write P(l) as

PðlÞ � 1 � expð�l=lpÞ
ly3

ð9Þ

Experiments by Darby and Creighton [91], who measured the rates of formation

of single disulfide intermediates in BPTI, can be understood using Eq. (9) for

PðlÞ. The higher probability of forming loops between the ends of the chain is

neglected in obtaining PðlÞ. This approximation should not have an effect in

predicting the rates of single S–S bond formation in BPTI, but will be relevant in

getting estimates of time scales for forming loops in polypeptide chains.

The general scheme described above has been applied to obtain approxi-

mately the refolding pathways in BPTI using experimentally determined

rearrangement time ti for the transition from the single S–S intermediates to

the double S–S species. Our results showed [45] that on a relatively long time

scale, comparable to that used in the experiments by Creighton or WK, only

native-like species should be populated. It may be that in the process of forming

these native-like intermediates, certain non-native species identified by

Creighton are transiently involved. Based on our estimate of ti, the transient

2In certain protein structures, loops with l < lp can form. However, such loops are stiff and often

have very high strain energy [90].
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population of non-native intermediates occurs on the time scales less than

30 seconds.

Because our theory is most accurate for predicting the ordering of single

disulfide species, we focus on their rates and extents of accumulation. Consi-

derations based on P(l) suggest that only a small subset of the single disulfide

intermediates can form. From P(l) it follows that the probability of forming [14–

38] is considerably greater than that of [5–55]. However using the kinetic

constraints we have shown that although [14–38] forms rapidly and early in the

folding process, its concentration decreases rapidly at subsequent times,

whereas those of [30–51] and [5–55] increase. This specific prediction is one

of the striking outcomes of the proximity rule [45]. The distinct kinetic behavior

of the native [14–38] compared to the other two native single S–S intermediates

is related to stability reasons [45,92]. The partially folded solvent-exposed state

[14–38], which perhaps is the molten globule form of BPTI, can form without

burying the hydrophobic core of the protein. On the other hand, the interme-

diates [5–55] and [30–51], in which the four Cys residues are in the interior,

require the formation of the hydrophobic core of the protein (Fig. 7). The burial

of hydrophobic residues that brings the Cys residues in proximity so those S–S

bonds can form requires overcoming free energy barriers. This delays their

formation compared to that of [14–38].

Proximity rule also predicts that the ratio of the maximum concentration of

[30–51] to that of [5–55] is about 7 :1, whereas the concentration of [14–38] is

negligible on the same time scale. This ratio is in excellent agreement with the

experiments of WK, who found a ratio of 6 :1, and is in disagreement with

Creighton’s estimate of 20 :1.

The theoretical prediction that [14–38] should be the first intermediate to

accumulate was subsequently confirmed by Dadlez and Kim [92]. Using

oxidized glutathione (GSSH) to initiate disulfide bond formation and acid

quenches to trap intermediates, they noted that the earliest intermediate that

accumulates is [14–38]. The tenfold rearrangement of [14–38] compared to

[30–51] or [5–55] was rationalized in terms of stability (see arguments given

above). These findings are also consistent with the results for synthetic models,

in which the Cys except at the positions 14 and 38 were replaced by a-amino-n-

butryic acid (Abu) [93]. The folding of [14–38]Abu is similar to the formation of

[14–38] in the wild type. This reinforces the notion that entropic considerations

and overall hydrophobicity of BPTI rather than specific native interactions

between the remaining cysteines, perhaps on the collapse time scale, determine

the early formation of [14–38].

Despite being intensively studied, there are several major questions in the

refolding of BPTI that are not understood. We mention two of them: (a) The in

vitro folding pathways show that there are dead-end kinetic traps [84], which

completely block the folding reaction. Weissman and Kim [87] showed that

insights into specific problems in protein folding 57



such kinetic traps are completely eliminated when the disulfide bonds rearran-

gements are catalyzed by protein disulfide isomerase (PDI). The presence of

PDI, which may be viewed as an intramolecular chaperone, enhances the

folding rate by several thousands. The mechanism of action of PDI has not

been elucidated. (b) In a beautiful experiment, Zhang and Goldenberg [94]

showed that the dead-end kinetic traps in the wild-type BPTI are entirely

eliminated by a single amino acid substitution. The mutant Y35L (tyrosine at

position 35 is replaced by leucine) results in a rapid sequential pathway in

which only native intermediates are populated. The simplistic explanation of

this spectacular experiment is that the nonproductive intermediates in this

mutant are destabilized. A fuller molecular explanation is required.

C. Modeling the Role of S–S Bonds

A key disagreement between the early works [79–83] and the more recent studies

WK on the refolding of BPTI is the role of non-native intermediates in directing

the folding of BPTI. Creighton argued that not only were two non-native

intermediates ([30–51;5–14] and [30–51;5–38]) accumulated substantially, but

also they were equally involved in the productive folding pathways. WK showed

that non-native states were not obligatory intermediates, and the only inter-

mediates in the folding were native. Non-native intermediates may be involved in

the transition state in the late stages of folding.

To clarify the relevance of non-native intermediates in the folding of proteins

dictated by the formation of disulfide bonds Camacho and Thirumalai [45] used

lattice models. While these models are merely caricatures of proteins, they

contain the specific effects that can be studied in microscopic detail. We used a

two-dimensional lattice sequence consisting of hydrophobic (H), polar (P), and

Cys (C) residues. If two C beads are near neighbors on the lattice, they can form

a S–S bond with an associated energy gain of �Es with Es > 0. Thus, topological

specificity is required for native S–S bond formation in this model. We have

studied the folding kinetics of this model, which is perhaps the simplest model

that can probe the characteristics of native and non-native disulfide bonded

intermediates.

The sequence studied consists of M ¼ 23 monomers, of which four represent

C sites. The native conformation corresponds to [2–15;9–22] (Fig. 8a). The

model sequence has six possible single and two disulfide intermediates including

the native state. There are three native intermediates and two non-native inter-

mediates. Even though the number of such intermediates are far less than

the corresponding number in BPTI, it is sufficient to examine the crucial

distinction between the roles played by native and non-native intermediates

in the folding kinetics. Some of the questions that arise in the experimental

studies of refolding of BPTI can be precisely answered using these simple

models.
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Figure 8. (See also color insert.) (a) The ground-state conformation of the two-dimensional

model sequence with M ¼ 23 beads and four covalent (S) sites. The red, green, and black circles

represent, respectively, the hydrophobic (H), polar (P), and S sites. (b) Diagram of representative

time snapshots along the main pathways of folding of the sequence in panel (a). The S sites are

shown as black circles. Dotted lines delineate the three main folding regimes (random collapse,

kinetics ordering and all-or-none). The arrows indicate the various transitions occurring in the

system: the double-headed continuous arrows indicate backward and forward reactions where there

is no substantial re-arrangement of the chain; the single-headed arrows indicate that the native-state

is stable on the time scale of the simulations (�109 MCS); the dashed arrows are for indirect

transitions which occur by breaking the disulfide bonds and partial unfolding of the structure. The

percentages indicate the concentration of the native and two native-like intermediates at the end of

the second regime of kinetic ordering.
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To probe the dynamical role played by the intermediates, we computed the

time dependence of the concentration of the six species. The folding pathways

are characterized in terms of the appearance of these intermediates (Fig. 8b).

There are pathways that lead directly to N exclusively via native-like inter-

mediates. In others, non-native intermediates are involved early in the folding

process. For purposes of ascertaining the importance of the intermediates, all

times are measured in terms of tF , the folding time. At the earliest time,

t < 10�5tF single disulfide species accumulate, whose probabilities of forma-

tion are determined by P(l). At times that are roughly tenfold longer, the

rearrangement of the nonnative single disulfide intermediates leads to the

formation of two stable native single disulfide ([9–22] and [2–15]) species.

These early intermediates act as seeds (nucleating sites) for subsequent forma-

tion of the native state [45]. At times on the order of about 10�4tF , which

coincide with the time at which native single disulfide species form, the

concentration of these intermediates cannot be determined based on entropic

considerations alone. Energetic considerations, such as favorable hydrophobic

interactions, affect the formation of single disulfide intermediates.

In the second stage of the assembly we find that non-native two disulfide

intermediate [2–9;15–22] can form transiently (Fig. 9b). Because this inter-

mediate is unstable, it quickly rearranges to the more stable native N state. On

relatively long time scales (t � 0:01tF) we find that there are two native-like

intermediates, in which the disulfides are in place but some other parts of the

structure are not yet fully formed. This may be the analogue of the Nsh
sh state in

BPTI which only needs the nearly solvent-exposed [14–38] bond to form. In the

final stage of folding, structural fluctuations that transiently break the native S–S

bonds enable the transition to N. This transition involves the transient formation

of the non-native intermediate [2–9;15–22]. The two native-like intermediates I1

and I2 (Fig. 8b) rearrange almost exclusively via [2–9;15–22].

Even with an extremely simple model, several conclusions have been

reached, which help clarify some of the issues in the refolding of BPTI.

(1) Non-native species can form early in the folding process when bulk of the

ordering is determined by entropic considerations. The current experiments on

BPTI are far too slow to detect these early intermediates. On the time scale of

collapse the more stable single disulfide species, which are native-like, form.

(2) As the folding reaction progresses, native-like intermediates tend to form so

that the productive pathways largely contain native-like intermediates. (3) The

rate-determining step involves an activated transition from native-like species,

via a high free-energy non-native transition state, to N. The transitions appear to

involve rearrangement of the structure that does not involve the S–S bonds.

These calculations suggest that although the folding pathways of BPTI can be

described in terms of the disulfide intermediates, a complete description

requires accounting for hydrophobic and charge effects as well. At present,
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these effects have not been completely examined experimentally or theoreti-

cally. The profound effect of point mutations [94] in altering the folding rates

and the pathways of BPTI folding suggests that there are strong couplings

between S–S bond formation and other forces that drive the native structure

formation.
D. Engineering Disulfide Bonds in Barnase

To probe the folding pathways in BPTI the S–S bonds were initially reduced that

results in unfolding. Refolding is initiated under oxidizing conditions that enable

S–S bond formation and restoration of the native state. Alternatively, the impact

of S–S bonds can be studied by engineering them at specific locations. With the

S–S bonds intact, protein can be unfolded using denaturants such as urea. The

folding kinetics can be initiated by diluting the denaturant. The latter procedure,

which was first used by Clarke and Fersht [95], enables the study of the effect of

intact S–S bonds on the stability and kinetics of folding. Clarke and Fersht used

this procedure to engineer S–S bonds at two specific locations in barnase, whose

folding without disulfide bonds has been well-characterized. This allows for a

comparison of folding characteristics of proteins with and without disulfide

bonds.

Two positions in barnase were constrained by S–S bonds that were left intact

[95a]. One of them, between residues 85 and 102, connects two loops that

apparently form early in the folding pathway of the wild type protein. A second

disulfide between residues 43 and 80 connects two secondary structural

elements. Barnase containing disulfide bonds is more stable than the wild

type because the introduction of the S–S bond increases the free energy of the

unfolded states. From the native state of barnase it is clear that the enhanced

stability upon introduction of the disulfide bond between 43 and 80 cannot

be accounted for solely by lowered entropy of the unfolded state compared to

the WT. Using the Flory estimate we expect that stability of [43–80]Bar should

be 1:5 RT ln 38 � 3:2 kcal/mol, whereas that of [85–102]Bar is �2:6 kcal/mol.

These estimates do not compare favorably with the experimental values, which

are 2.1 kcal/mol and 4.3 kcal/mol for [43–80]Bar and [85–102]Bar , respectively.

This suggests that the introduction of S–S bonds could also stabilize the native

state to some extent.

Refolding kinetics of the mutated barnase depends strongly on the location of

the S–S bond. Assuming that reduction in the conformation space leads to rate

enhancement, we would predict that [43–80]Bar should fold faster than [85–

102]Bar . However, the opposite trend is found experimentally. The mutant with

the shorter loop folds about five times more rapidly, whereas barnase with the

disulfide between 43 and 80 folds two times slower than the wild type. Using

lattice simulations, Abkevich and Shakhnovich [95b] argued that if S–S bonds

are engineered into the regions highly structured in the transition state, refolding

rates can be increased compared to the WT. The presence of S–S bonds
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elsewhere in the protein can either increase or decrease folding rates depending

on the external conditions. Because the region containing residues 83 and 102

forms early in the folding process, it may be part of the folding nuclei. This

explains the enhanced rate of folding of [85–102]Bar compared to WT. Because

residues 43 and 80 are not part of the folding nuclei, the folding of [43–80]Bar is

about 1.7 times slower than the WT. Thus, the simulations of Abkevich and

Shakhnovich using simple lattice models are consistent with experiments.

VII. CHAPERONIN-FACILITATED PROTEIN FOLDING

According to the Anfinsen’s hypothesis [88] natural proteins fold spontaneously

to their lowest free energy states. By analyzing the weights of proteins and

protein synthesis rates under glucose feeding conditions, Lorimer [96] estimated

that in Escherichia coli more than 90% of proteins fold to their native states as

envisaged by Anfinsen. This is remarkable because one might imagine that trafic

(due to other macromolecules) in the crowded cellular environment might lead to

strong intermolecular interactions which could potentially interfere with

monomeric folding. Nevertheless, it appears that many proteins assemble

spontaneously to their functionally competent states in vivo as envisioned by

Anfinsen. However, there are some proteins that require the assistance of

molecular chaperones to fold to the native conformation. The functions of the

class I chaperonins belonging to heat shock protein family are the most

extensively studied [97–100]. In this chapter we focus on insights into their

function using simple lattice models [47,101,102].

The chaperonin family of proteins, namely GroEL and GroES, that function

as a nanomachine by utilizing ATP, assist misfolded substrate proteins to reach

their native states [100,103,104]. The crystal structures of GroEL [105], GroES

[106], and the complex GroEL/GroES/ADP [107] have provided considerable

insights into the chaperonin action. The chaperonin GroEL is a double-ringed

oligomer consisting of two back-to-back stacked heptameric rings. It has an

overall cylindrical structure divided into two nonconnected cavities, in which

the substrate protein (SP) can be sequestered. Each subunit of the GroEL

particle consists of three domains, namely, the equatorial domain, the inter-

mediate domain, and the apical domain [100]. The heaviest of these is the

equatorial domain, which contains more than half of the molecular weight of

GroEL. We have argued that the concentration of dense inertial mass in

the equatorial domain is necessary to generate the requisite force to peel the

initially captured substrate protein (SP) from the apical domain. The concentric

assembly of the subunits produces a ring structure having an architecture with

an unusual sevenfold symmetry (Fig. 9a).

The co-chaperonin GroES, containing seven subunits [106], caps the GroEL

particle as a dome. A remarkable feature, which has mechanistic implications, is
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that upon binding of GroES and ATP the volume of the cavity doubles [100].

This enhanced volume is accompanied by a series of concerted allosteric

transition that the GroEL particle undergoes [108–110]. Because of the non-

specificity of GroEL-SP interactions [111–113] and the plasticity of the

architecture of the GroEL particle, this system acts as a ‘‘one size fits all’’

nanomachine.

Considerable progress in understanding the mechanism of this nanomachine

has become possible due to a combination of an extraordinary body of

experimental work [98,100] and some contributions from theoretical studies

[114,115]. The hemicycle, which constitutes the fundamental functioning cycle

of the GroEL machine [110], is schematically sketched in Fig. 9b. The process

is initiated by the capture of the SP by the apical domain of the GroEL particle.

To a first approximation, the mouth of the cavity can be thought of as a

continuous hydrophobic surface formed by the helices in the apical domain. The

nonspecific, but favorable, interaction between the SP and GroEL is due to

the attraction between the exposed hydrophobic residues of the SP and the

hydrophobic surface of the apical domain. Upon binding of ATP and GroES (in

this specific order), significant concerted transitions occur in the GroEL particle.

The series of transitions alters, in a fundamental way, the nature of interaction

between GroEL and the SP [100]. Whereas in the process of capture the SP-

GroEL interaction is attractive, the interaction is either neutral or even repulsive

after encapsulation (step 2 in Fig. 9b). The surface remains hydrophilic until the

restoration of GroEL to the initial state. This alteration between hydrophobic

(H) and hydrophilic (P) surface enables this system to function as an annealing

machine. The release of GroES and the encapsulated SP occurs when ATP and/

or another SP molecule binds to the trans-ring [107].

Although the underpinnings of the cycle (Fig. 9b) are based on a number of

experiments and theoretical arguments, several outstanding questions remain. A

key issue is related to the coupling between the concerted allosteric transitions

that the GroEL particle undergoes and the SP folding rate [47,116]. Consider

the cycle displayed in Fig. 9b. Upon binding ATP to the upper ring, a

cooperative transition T $ R takes place. The terminology T and R are

borrowed from the Monod–Wyman–Changeaux model [117] describing the

binding of oxygen to hemoglobin. The tense state T has a higher afinity for ATP

than the relaxed R state [109]. Upon binding ATP, the intermediate domain

moves 25� toward the equatorial domain, which closes the ATP binding sites.

Even with this relatively minor rigid body movement of the intermediate

domain, the interaction between the SP and the walls (the apical domain) are

weakened [108,109]. The weakened interaction is sufficient to enable the SP

protein to unfold at least partially [118]. Subsequent binding of ATP and GroES

leads to much larger domain movements in the GroEL particle. In particular, the

apical domain moves upward by 60� and twists, with respect to the equatorial
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domain, by 90� [100]. This large segmental motion, which results in the

encapsulation of the SP, doubles the volume of the cavity. Upon encapsulation,

the interaction between the SP and the walls is either neural or repulsive

depending on the size of SP. At least five independent rate constants are required

to describe these large-scale concerted allosteric transitions in the GroEL

particle [110]. This makes the description of the coupling between allostery

of GroEL and the SP folding rate very difficult.

To examine the coupling between the allosteric transitions and SP folding

rates, a model system may be considered in which the action of GroEL and ATP

Figure 9. (See also color insert.) (a) Rasmol [126] view of one of the two rings of GroEL from

the PDB file 1oel. The seven chains are indicated by different colors. The amino acid residues

forming the binding site of the apical domain of each chain (199–204, helix H: 229–244 and helix I:

256–268) are shown in red. The most exposed hydrophobic amino acids that are facing the cavity

and are implicated in the binding of the substrate as indicated by mutagenesis experiments [112,

127] are : Tyr199, Tyr203, Phe204, Leu234, Leu237, Leu259, Val263, and Val264. (b) A schematic

sketch of the hemicycle in the GroEL–GroES-mediated folding of proteins. In step 1 the substrate

protein is captured into the GroEL cavity. The ATPs and GroES are added in step 2, which results in

doubling the volume, in which the substrate protein is confined. The hydrolysis of ATP in the cis-

ring occurs in a quantified fashion (step 3). After binding ATP to the trans-ring, GroES and the

substrate protein are released that completes the cycle (step 4).
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on SP can be investigated without the complication of the GroES interaction

[116]. Many in vitro studies on the interaction between the GroEL and the SP

have used only this subset [98]. In this reduced model system the equilibrium

constant between T and R states and the time constants characterizing the SP

folding are the only relevant parameters [110,116]. To examine the coupling in

the reduced nanomachine, we modeled the central cavity as a cubic box, and a

lattice model representation of the polypeptide chain was employed [47]. This,

of course, is a highly simplified representation the GroEL–SP system. However,

qualitative testable predictions of the coupling between allostery and the SP can

be made using this caricature. Initially the interior walls of the GroEL particle

(in the T state) are assumed to be hydrophobic. This description is reasonable,

because in the T state the arrangement of the apical domain offers the SP a

continuous lining of hydrophobic residues (Fig. 9a). We vary the wall hydrophobicity

Figure 9 (Continued)
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of GroEL by letting one particular residue (leucine) describe the wall character.

Thus, the interactions between the wall and the SP protein is

Ec ¼
X

i

hEwi ð10Þ

where h ð0 � h � 1Þ gives the strength of the interaction, and Ewi is the contact

interaction between the ith residue of the SP and the wall. The total energy of

the encapsulated SP is given by the sum of Eq. (10) and the ‘‘internal’’ energy

of the SP [Eq. (1)].

The key annealing action of the GroEL particle arises due to the changes in

the hydrophobicity of its inner walls during the hemicycle [47]. In other words,

during a single turnover the cavity changes from being able to capture the SP to

that is which binding is not favored. This change in the wall character is

accompanied by the allosteric transition of GroEL, resulting in the encapsula-

tion of the SP. The effect of changing hydrophobicity is mimicked in our

simplified model by letting the hydrophobicity of the confining cavity vary

during the turnover time, ti. We divide ti into two subintervals. During a period

tP the wall remains hydrophilic (P), and for the remainder ti � tP the cavity is

hydrophobic. Because the model does not include GroES, the situation we

consider may serve as a model for the coupling between T $ R transition and

the SP folding. Here we have tP=ðti � tPÞ � L, where L is the equilibrium

constant between T and R [116]. By examining the effect of changing values of

L on the rates of the SP folding the dependence of the SP folding rate on the

allosteric equilibrium transitions can be examined. Simulations of the simplified

lattice representation of the GroEL–SP system shows that there is an inverse

correlation between the extent of the T $ R transition and the folding rate of

the SP. In other words, as the cooperativity of the T $ R transition increases

(higher values of L), the slower is the SP folding rate.

A. Unfolding Activity of GroEL

Although it is accepted that the GroEL nanomachine rescues the SP by

stochastically enabling it to sample the rough free-energy landscape, the

microscopic action on the SP has only recently become clear. A few experiments

have shown that upon change in the wall characteristics of GroEL the SP unfolds

partially, if not globally. Using hydrogen exchange labeling, Zahn et al. [118]

showed that GroEL accelerates the exchange of highly protected amide protons.

Because highly protected protons (high protection factor) are typically buried in

the core of the SP, it follows that the SP unfolds in the presence of GroEL.

Nieba-Axmann et al. [119] also examined the plausible structural fluctua-

tions in GroEL-bound cyclophilin A (CypA) using amide-proton exchange
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measurements. In the absence of nucleotides and GroES, folding of CypA is

extremely sluggish. Upon addition of ADP, the rate increases by a factor of

about 2.5, whereas the addition of ATP leads to a threefold enhancement in the

folding rate. However, when GroES is added, the rate increases by a factor of 14

at 6�C and by nearly 30-fold at T ¼ 30�C. The near independence of the

refolding on nucleotides suggests that the full recovery of CypA occurs within a

single turnover.

Upon binding of ATP and GroES, the domain moves upward and twists by

90� about the equatorial domain [100]. This results in the weakening of the

interaction between the SP and the walls of the cavity. The simple lattice model

described above, in which the character of the wall changes from H to P, can

model the chaperonin-assisted folding provided the folding reaction is complete

in a single turnover. To examine the structure of the polypeptide chain due to

alterations in the wall character, we computed the inherent structures of the

chain in the on state (hydrophobic wall) and in the off state (hydrophilic wall).

According to the iterative annealing mechanism [103,104], upon going from the

on state to the off state the polypeptide chain should undergo kinetic parti-

tioning [Eq. (8)]. The inherent structures prior to and immediately following the

change in the cavity characteristics allows us to compute the degree of com-

mitment of the SP to folding. Because the GroEL machine operates stochas-

tically, there ought to be a distribution of states of the SP that are populated

as the on–off transition takes place. The simulations show (see Fig. 9 of Ref. 47)

that before the transition in the cavity, a fraction of molecules is committed to

folding, while most of the conformations fall into basins of attraction corres-

ponding to misfolded or unfolded states. After the transition to the off state the

chain is largely unfolded. This shows that upon weakening of the SP–GroEL

interaction, which occurs as the GroEL particle undergoes the allosteric

transitions, the polypeptide chain globally unfolds. In other words, the chief

mechanism operative in the GroEL-mediated folding is that chaperonins help

fold proteins by globally unfolding them! This is consistent with the predictions

of IAM and is also affirmed by several experiments [118–120].

The simulations using simplified models are entirely consistent with several

experiments including the one reported by Nieba-Axmann et al. [119], who

noted that amide protons that are highly protected from hydrogen exchange in

the native state of CypA in the absence of GroEL become much less protected

when bound to the chaperonin. The protection factor decreases by nearly two

orders of magnitude upon binding to GroEL. Thus binding to GroEL shifts the

equilibrium from compact native-like states to globally unfolded conformations.

In this dynamical picture of GroEL action, as opposed to the static Anfinsen

cage model, chaperonins unfold the SP. It also follows that efficient folding can

be induced by repeated unfolding of the chain.
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B. Unfolding by Stretching

If, in the course of the allosteric transitions of the GroEL particle, the SP is

unfolded, a natural question is, what is the mechanism of the GroEL-SP

interaction that globally unfolds the protein? Lorimer and co-workers [120]

have explored this issue using hydrogen–tritium exchange experiments in

chaperonin-assisted folding of RUBISCO. They observed that within the time

scale of a single turnover (approximately 13 seconds), complete exchange of

tritiums takes place. This shows that RUBISCO unfolds at least partially, if not

globally. From the crystal structures of GroEL and the GroEL–ADP–GroES

complex, it is known that upon undergoing a series of concerted allosteric

transitions, two adjacent subunits that are about 25 Å apart in the T state are about

33 Å apart in the R00 state [107,120]. This large-scale movement is presumed to

generate force on the SP [99]. Recent pulling experiments on several proteins

[121] show that the native state can be fully unfolded if a force exceeding a

threshold value is applied. The magnitude of the threshold force depends on the

SP [122].

To estimate the value of the force imparted to the SP, it is necessary to obtain

the interaction energy between the SP and the apical domain of the GroEL

particle. The SP–GroEL interaction energy must exceed 3
2

kBTSmis, where Smis

is the translational entropy of the misfolded chain molecule for capture by

GroEL to occur. Assuming that the subunits move apart by about 0.2 nm, we

estimate that the minimum force required to peel off the SP from the apical

domain is about 35 pN. A more precise estimate of the interaction energy

between the SP and GroEL can be made by assuming that the inner lining of the

GroEL cavity can be modeled as a hydrophobic wall onto which the SP is

adsorbed [114]. By balancing the free energy gain due to favorable hydrophobic

interaction between GroEL and SP and the entropy loss due to the pinning of the

SP, we estimate that the interaction energy should not exceed about 10 kBT

[114]. The force needed to overcome this interaction is about 200 pN. This

value is large enough to unfold immunoglobin proteins with b-sandwich

topology [121]. We suspect that at these values of the forces most substrate

proteins can at least partially unfold. These estimates give credence to the

notion that it is the generation of force in the power stroke of the chaperonin

machinery that unfolds the SP [120].

The estimate of the force given above is only an average force. A given SP

molecule can bind to a subset of the seven subunits [123]. Because of the

heterogeneity of the conformations of the misfolded SP, we expect variations in

the binding states from molecule to molecule. Thus, there should be a

distribution of unfolding forces. Recent AFM experiments [124] show that

this distribution is very broad, indicating that there is a large sample to sample

variation in the unbinding forces. Such large variations for other SP can only
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be measured using single-molecule measurements. Surely, these sample-to-

sample variations in lifetimes of the complexes [125] and forces imparted to SP

will require revisions of the iterative annealing mechanism [103].

VIII. CONCLUSIONS

Protein folding presents significant challenges because the parameter space is

extremely large. From the myriad of experimental and theoretical studies it is not

clear that there are many general principles that govern the kinetics of folding.

Nevertheless, using simple models, several precise predictions have been made.

In this chapter we have described the utility of simple lattice models and

phenomenological theories in answering very specific questions in protein

folding. It is remarkable that these simple ideas have been fruitful in enabling us

to formulate conceptual questions such as the physical basis for the emergence of

structures and their designability. Lattice models can also be used to understand

qualitatively the importance of intermediates in the folding of proteins that are

controlled by the stability of disulfide bonds. Experimentally testable predictions

in the field of assisted folding also have been made using caricatures of the

chaperonin systems. These practical applications attest to the utility of these

models in providing a conceptual understanding of the basic principles in a

variety of problems.

None of the applications described here can be tackled using a ‘‘realistic’’

all-atom representation of proteins. The precise predictions that we and others

have made using coarse-grained models of proteins are currently beyond the

reach of molecular dynamics simulations. In this sense, we hope that this

chapter serves as a challenge to the practitioners of all-atom simulations. Even

assuming that the interaction potentials are adequate, the severe restriction on

the simulation time scales acts as a major constraint. The lack of reliable

potentials and the accessible computer times has prevented straightforward

use of molecular dynamics calculations from being a predictive tool. There is

hope that, in the next few years, unlimited computer power may be unleashed to

obtain a detailed picture of how proteins fold. This potential comes from

developments in distributed computing that can, in principle, be used to

generate several long trajectories. In the applications that we have carried

out, a rather detailed picture of b-hairpin assembly for several sequences has

been obtained (D. K. Klimov, D. Newfield, and D. Thirumalai, unpublished

results). A different, but related, approach has also been undertaken by Pande

and co-workers (V. Pande, private communication). The development of a high-

performance computer by IBM also has raised the specter of hope that

computational bottlenecks may be overcome in the next few years so

that challenging problems such as biomolecular folding can be undertaken.

Even if these tolls are routinely available, simple concepts will play a pivotal
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role in formulating the issues in the study of biomolecules, because in the

ultimate analysis protein folding (or any other problem in molecular biology) is

not merely a computational problem.
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