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ABSTRACT
Target expansion is a pointing facilitation technique where
the users target, typically an interface widget, is dynami-
cally enlarged to speed pointing in interfaces. However, with
densely packed (tiled) arrangements of widgets, interfaces
cannot expand all potential targets; they must, instead, pre-
dict the user’s desired target. As a result, mispredictions will
occur which may disrupt the pointing task. In this paper,
we present a model describing the cost/benefit of expand-
ing multiple targets using the probability distribution of a
given predictor. Using our model, we demonstrate how the
model can be used to infer the accuracy required by target
prediction techniques. The results of this work are another
step toward pointing facilitation techniques that allow users
to outperform Fitts’ Law in realistic pointing tasks.
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INTRODUCTION
Pointing, with a mouse, electronic stylus, touchpad, track-
point, or trackball, is a frequent task in modern graphical
user interfaces. Due to the frequency of pointing, even a
marginal improvement in pointing performance can have a
large effect on a user’s overall productivity. As a result, re-
searchers have explored various techniques to speed point-
ing, including bubble cursors [5], pointer warping [6], ma-
nipulation of motor space [7, 13, 2], and target expansion
[10, 14]. While these techniques can speed pointing for
sparsely spaced targets on a computer display, McGuffin and
Balakrishnan [10] note that these techniques provide less
benefit for denser target arrangements, and, in the case of
tiled targets, many provide no benefit. Several researchers
have explored designing pointing facilitation techniques for
tiled target arrangements [10, 14] with, as of yet, no success.

Tiled targets are, however, common in graphical interfaces.
For example, widgets are frequently contained by toolbars,
ribbons and menus, all multi-widget containers where no
space exists between widgets (see Figure 1). As well, wid-

Figure 1. Microsoft Word 2007. An example of tiled widgets often seen
in user interfaces.

gets are not the only candidate targets in interfaces. The cells
in a spreadsheet program or the words and letters in a word
processing program also constitute legitimate locations for
a user to target in a graphical interface. If these programs
are displayed in full screen mode, the computer monitor is
almost entirely covered with a tiled arrangement of potential
targets.

In this paper, we explore the performance of one pointing fa-
cilitation technique, target expansion, for tiled targets. Tar-
get expansion works by expanding the target a user is point-
ing at on the display so the target is easier to acquire. How-
ever, as noted by McGuffin and Balakrishnan [10] and Zhai
et al. [14], when targets are densely arranged on the screen,
expanding all targets in a user’s path results in no pointing
advantage. With dense or tiled target arrangements, perfor-
mance gains are only possible if one could reasonably pre-
dict the trajectory of the cursor such that the system can iden-
tify, in real time, the target a user is going to select [10].
To support target expansion for tiled targets, we need some
technique for predicting the endpoint of a user’s pointing
motion in real time.

One sophisticated technique for endpoint prediction is kine-
matic endpoint prediction (KEP) [11, 8]. KEP uses the mo-
tion profile of a user to define a region of interest on the
display. However, this region of interest is larger than an
individual target: Ruiz and Lank [11] show that the region
predicted by KEP is defined by a normal probability distribu-
tion. The normal distribution is centered on the maximally
likely target, and targets surrounding that region have de-
creasing likelihoods. As a result, while the predicted target
may be the actual intended target, surrounding targets are
also likely.

Given that KEP cannot predict a single onscreen target, in

1



this work we explore two issues associated with pointing
in tiled target arrangements. First, is it possible to expand
a small group of targets rather than an individual target to
boost predictor accuracy? Second, given expansion of a set
of targets, does the use of the KEP improve pointing perfor-
mance?

It may be the case that the present KEP accuracy is sufficient
to observe an improvement in performance in pointing tasks
when expanding multiple targets. For example, if the KEP
correctly predicts the user’s target, the user’s intended target
will be at the center of the expansion region, and targeting
will likely be faster. However, because the KEP predicts a
region, offset errors are common, and, with an offset error,
the expansion region will be centered on a target other than
the user’s desired target. If the offset is sufficiently small, the
user’s desired target will be expanded, but the target expan-
sion will be confounded with target displacement – targets
closer to the center of the expansion region will push the
user’s desired target either toward or away from the user. If
the algorithm’s prediction is off by a distance greater than the
expansion region, a large offset error, the user’s desired tar-
get will not be expanded and the target will be shifted. There
is a probable benefit if the KEP algorithm is correct and ex-
pands a set of targets centered on the user’s desired target.
It is highly likely that large offset errors (where the user’s
desired target is shifted and not expanded) will increase the
cost of a pointing task. The effect of small offset errors,
where a target is enlarged and shifted on the display, is un-
known. In this paper, we seek to determine whether Ruiz and
Lank’s KEP accuracies result in an overall improvement in
pointing performance. We also wish to examine the costs
of small offset errors (where the users target is expanded
and shifted) and large-offset errors where the users target is
shifted and lies outside the limits of an expansion region.

Through results from two experiments presented in this pa-
per, we show that it is possible to expand a small set of
targets on the computer screen to improve pointing perfor-
mance. We also show that, when expanding a region, the
benefits of expansion are affected by the target shift, i.e. the
size of the offset error. We find a limit on shift of about
80 pixels on our 23 inch 1900X1200 displays. Finally, we
demonstrate that, within the expansion region limit, any end-
point predictor must have an accuracy greater than 56.5% to
realize a net benefit from expanding targets.

This paper is organized as follows. First we describe related
work on expanding targets and endpoint prediction. Next we
describe our design decisions for expanding a group of tar-
gets using screen expansion. We then describe and present
results from a pilot study conducted to determine if perfor-
mance benefits can be accrued when enlarging a candidate
set of targets. This is followed by an experiment that uses
a real time implementation of the KEP as described in Ruiz
and Lank [11] for tiled targets. We conclude with a discus-
sion on the implications and future directions of our work.

BACKGROUND
Fitts’ Law [4] relates pointing time to target size and dis-
tance through a logarithmic term referred to as the Index of
Difficulty or ID:

T = a + b log2

(
A

W
+ 1

)
(1)

In the above equation, A represents the distance to the target,
and W represents the size of the target.

Given the reliability of Fitts’ Law to predict movement times
in interfaces [9], work in pointer facilitation can be catego-
rized by techniques that reduce the distance to the target, in-
crease the width of the target, or both decrease the distance
and increase target width (see [1] for a review of these tech-
niques). In this paper, we focus on techniques that increase
the size of the target on the display.1

McGuffin and Balakrishnan [10] investigated the potential
performance benefits of expanding target size. In their study
they demonstrated that users are able take advantage of en-
larged targets even if target expansion occurs with only 10%
of the distance left to travel. They also conclude that the re-
quired movement time to acquire a target can be accurately
modeled by Fitts’ law using the expanded target width to cal-
culate the target’s index of difficulty. In a replication study,
Zhai et al. [14] pointed out that in McGuffin and Balakrish-
nan’s experiment, users could anticipate the enlarging of a
target. Therefore, observed benefits may be a result of an-
ticipation of a larger target or may result from the enlarged
target. Zhai et al. added additional conditions in which tar-
gets would expand, shrink, or remain static to prevent users
from anticipating the final target size. Their results support
McGuffin and Balakrishnan’s results that users are able to
take advantage of an expanding target as late as 90% of a
movement even if the user is unable to anticipate the final
target size. Despite the advantages of expanding targets on
the display screen, facilitating the selection of tiled targets
remains an open challenge. Unlike in isolated targets, where
targets expand to fill empty screen space, in a tiled target ar-
rangement targets cannot expand without either obstructing
other neighboring targets or causing neighboring targets to
be displaced on the screen.

When one considers target expansion of tiled targets, there
exists a question of which targets to expand. Expanding ev-
ery target is clearly no longer an option, as both McGuf-
fin and Balakrishnan[10] and Zhai et al.[14] note. If every
target is expanded, the screen space consumed by the tiled
target arrangement doubles in size. The targets consume
too much screen real estate and will spill off the sides of
the computer display. Furthermore, while the desired target
becomes larger, all intervening targets also become larger,
thus increasing the distance to the user’s desired target. The
benefits of a larger target are exactly offset by the increase
in distance. For example, if all targets doubled in size on

1Targets can also be expanded in motor space (but not visually)
[6] or visually (but not in motor space) [3]. While both of these
techniques have shown benefits in isolated pointing tasks, we focus
on display expansion in this paper.
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a display, to reach his or her desired target the user would
need to traverse the intervening targets on the display. These
intervening targets also double in size, effectively doubling
the distance the user needs to travel to reach his or her goal
(this assumes a fully tiled display). As shown in Equation
1, if both A and W are doubled, the overall pointing time
remains unchanged from the initial distance and size. It is
for precisely these reasons that, to enable target expansion
in tiled target arrangements, a predictor is needed to select a
candidate target for expansion.

Recent work on endpoint prediction [8, 11] may enable point-
ing tasks even for dense or tiled target arrangements by pre-
dicting the target of a user’s pointing motion. Using estab-
lished kinematic models of motion, the researchers derived
a kinematic endpoint prediction (KEP) algorithm. Lank et
al. showed that their KEP was able to predict a user’s tar-
get 42% of time and an adjacent target an additional 39%
of the time (assuming tiled arrangements of targets) given a
relatively small set of target sizes and distances. In follow
up work, Ruiz and Lank [11] demonstrated that distance of
motion has a significant effect on predictor accuracy. There-
fore, while the KEP algorithm predicts a user’s target 42%
of the time for the distances tested by Lank et al., the accu-
racy decreases as the distance of motion increases. Ruiz and
Lank also demonstrated that the region identified by KEP
is defined by a normal probability distribution around the
predicted endpoint. The standard deviation of the probabil-
ity distribution is linearly correlated with distance of motion
and is approximately 10% of motion distance.

Regardless, one drawback to any prediction technique is mis-
prediction. For example, Lank et al.’s prediction technique
results in correct prediction of their target sizes only 42% of
the time and is accurate ± one target an additional 40% of
the time. Ruiz and Lank extend this work, and show that the
KEP yields a probability distribution over a region. While
the KEP could be augmented with domain knowledge or
user task models to improve its predictive power, there exists
an open question on predictor accuracy. Clearly, more ac-
curate target predictors are always to be preferred over less
accurate predictors. However, how accurate must a predictor
be to be useful for target expansion with tiled candidate tar-
get arrangements? Is the current state of the art in endpoint
prediction, the KEP, accurate enough for generalized target-
ing tasks in interfaces? We seek to address these questions
in the remainder of this paper.

TARGET EXPANSION FOR TILED TARGETS
A goal of this paper is to design expanding targets for tiled
arrangements, for example, arrangements of targets in tool-
bars, menus, and ribbons in programs such as spreadsheets
and word processors. As mentioned above, enlarging all tar-
gets in the user’s path will result in no performance gain.
Therefore, to enable target expansion in tiled target arrange-
ments, a predictor is needed to select a candidate target for
expansion. Given that KEP identifies a region of interest on
the display and the region is typically larger then that of the
user’s intended target, the predicted target may not be the
user’s intended target.

(a)

(b)

(c)

Figure 2. Font and point size selection widgets common in word pro-
cessing programs. (a) The original unexpanded widget. (b) Expansion
of the font widget using occlusion resulting in 100% occlusion of the
point size widget. (c) Expansion of the font widget using displacement.

To overcome the frequency of offset errors in endpoint pre-
diction and increase the likelihood that the user’s intended
target is enlarged, we propose expanding a candidate set of
targets. Expanding a group of targets will obviously improve
the probability that any individual candidate target will be in-
cluded in the expanded set. However, expansion of a group
also results in having a greater effect on neighboring targets.
In this section we describe our design decisions for expand-
ing a group of targets.

Due to the limited amount of screen space around tiled tar-
gets, expansion of a target will have an effect on neighboring
targets. There are two possible effects caused by the expan-
sion of a target in tiled targets, occlusion and displacement.

Occlusion has been suggested as a technique to avoid exces-
sive sideways shift of targets at the cost of interfering with
the visibility of neighboring targets [10]. Previous designs
using occlusion for tiled targets have been limited to targets
of equal size. Therefore, doubling the height and width of
one target results in a 50% occlusion of the adjacent tar-
gets. However, if target sizes differ, up to 100% occlusion
of neighboring targets can occur. For example, a majority
of word processing applications’ toolbars include widgets
for font and point size selection similar to the one shown
in Figure 2(a). As shown in Figure 2(b), expansion of the
font selector widget would result in the complete occlusion
of the point size selection widget. Expanding multiple tar-
gets exacerbates the occlusion problem. If three targets are
expanded to double their original width and height, then 1.5
targets of equal size are occluded on either side.

Due to both the heterogeneous size of widgets found in graph-
ical user interfaces and our desire to expand multiple candi-
date targets, both of which would result in the total occlu-
sion of possible targets, we choose to examine the use of
displacement when expanding multiple targets in tiled ar-
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rangements. Displacement occurs when an expanding target
causes neighboring targets to shift in order to make room
for the target’s new size. However, displacement is also not
without limitations. Expanding a target that is not the user’s
intended target, what we call an offset error, results in the
user needing to acquire a target that has shifted position. In
the example of the font and point size widgets, expansion
of the font selection widget results in the point size widget
being displaced 100% of it’s width (see Figure 2(c)).

Expanding multiple targets will cause co-linear target dis-
placements if the predicted region is not centered close to
the user’s desired target. An even larger displacement occurs
for non-enlarged targets outside the set of expanded targets
when compared to expanding a single target, because the
group of targets consume more space than a single target.
Finally, visual disruption of the display is caused by expand-
ing multiple targets, and this visual disruption may negate
the performance benefits of expanding the target size.

Because of these potential risks, we describe two studies of
target expansion with endpoint prediction. The first uses a
simulated predictor with high accuracy, while the second
uses the real-time KEP algorithm as described by Ruiz and
Lank [11].

EXPANSION WITH SIMULATED ENDPOINT PREDICTION
The goal of our first experiment is to determine whether or
not it is possible to expand a candidate set of targets, and
whether any amount of target displacement is possible. To
do this, we use a simulated predictor based on the accura-
cies reported in the original KEP paper of Lank et al. [8].
The original KEP was reported to have accuracies of 42%
for the user’s desired target and it predicted an adjacent tar-
get an addition 39% of the time. Our goal was to determine
whether simulating these accuracies would result in a mea-
surable performance improvement in pointing tasks. We also
wished to determine how great the cost of displacements are
with small offset errors (off-by-one) where the user’s target
is enlarged and shifted slightly, and large offset errors (off-
by-two) where the user’s target is not enlarged and is shifted.

In this section, we describe an experiment that shows that,
if we expand a candidate set of three targets - the predicted
target ± one target - in a tiled arrangement, it aids target
acquisition based on Lank et al.’s initial probabilities. As
aspects of this experimental design are replicated in our sec-
ond study, we spend some time on the specific details of this
study.

Method

Apparatus
The experiment was conducted on a generic desktop com-
puter (P4, 2.0GHz) with a 23-inch 1920x1200 LCD dis-
play running custom software written in C# using Microsoft
.NET. Input was collected using a Wacom Intuos3 five but-
ton mouse on a 12x19 inch tablet with cursor acceleration
turned off.

Task
To test the performance of expanding a set of targets,we de-
vised an experimental task that mimics that of previous work
on target expansion [10, 14, 2]. Our task differs only in its
use of seven tiled targets instead of an isolated target and in
that target expansion occurs over more than one target.

The task for our experiments was a simple one-dimensional
pointing task. Initially a green starting rectangle was dis-
played on the screen. The task began when the participant
used the cursor to click within the starting location. At that
time, seven tiled targets, would appear on the display. Par-
ticipants were required to move the cursor to the red target
and use the mouse button to click on the target. A successful
target acquisition (i.e., clicking within the target region) was
indicated by the target changing color. Users were told to ac-
quire the target as quickly and accurately as possible, similar
to other Fitts’ Law tasks. To prevent users from always tar-
geting the center of the multi-target widget, the location of
the desired target was varied between the third, fourth, and
fifth target.

Similar to previous work in expanding targets [14, 10], task
ID ranged from 3.17 to 7.01 bits. However, our experi-
ment contains fifteen Distance/Width (D/W) combinations
resulting from presenting each task ID at three different dis-
tances. The three distances were chosen to correspond to
close movements (512px), average movements (1024px), and
distant targeting tasks (1526px). Our fifteen combinations of
D/W (in screen pixels) were 512/4, 512/8, 512/16, 512/32,
512/64, 1024/8, 1024/16, 1024/32, 1024/64, 1024/128, 1536/12,
1536/24, 1536/48, 1536/96, and 1536/192.

Experimental Conditions
In our pilot study, there are two conditions. The first condi-
tion is a Static/No Expansion condition where the target size
never changes during the movement. The other condition is
an expansion condition where the candidate targets’ widths
expand by a factor of two when the cursor has covered 80%
of the target distance(D). The targets expanded around a pre-
dicted target’s center. To simulate predictor behaviour, 40%
of the time the predicted target and the user’s intended target
were the same; 20% of the time one target before and 20% of
the time one target after the intended target was the predicted
target; and 10% of the time two targets before and 10% of the
time two targets after were the predicted targets. As shown
in Figure 3, mispredictions resulted in the intended target be-
ing shifted. If an off-by-two error occurred, the user’s target
was shifted and it was not expanded.

Participants
Twelve adult volunteers, seven male and five female, be-
tween the ages of 18-32 (mean=24.7, SD=4.1) participated
in the study. All participants were affiliated with a local uni-
versity and received a $10 gift certificate for a local coffee
shop for their participation.

Procedure and Misprediction Conditions
The experiment consisted of three blocks: one practice block
(no expansion) and two experimental blocks: no expansion
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and expansion using simulated predictor. The practice and
no expansion block consisted of 15 D/W combinations pre-
sented six times (twice for each possible target location), re-
sulting in 90 tasks per block. The expansion block consisted
of each D/W combination being presented to the user ten
times resulting in 150 tasks per block. The order of presen-
tation of the combinations was randomized and the order of
the experimental blocks was counterbalanced (6 participants
started with no expansion, and 6 started with expansion).

For the ten pointing tasks at each D/W combination, we in-
troduce misprediction conditions to simulate the behaviour
of Lank et. al’s predictor. These conditions correspond to
the conditions shown in Figure 3.

• Correct Prediction: In 4 of the 10 movements at each
D/W combination, the predicted target was the user’s in-
tended target.

• -1 Prediction: In 2 of the 10 movements at each D/W
combination, the predicted target was the target immedi-
ately before the user’s intended target, along the user’s
path of motion.

• +1 Prediction: In 2 of the 10 movements at each D/W
combination, the predicted target was the target immedi-
ately beyond the user’s intended target.

• -2 Prediction: In 1 of the 10 movements at each D/W
combination, the predicted target was two targets before
the user’s intended target, along the user’s path of motion.

• +2 Prediction: In 1 of the 10 movements at each D/W
combination, the predicted target was two targets beyond
the user’s intended target, along the user’s path of motion.

The visual effect of each misprediction condition on the in-
tended targets in screen space is illustrated in Figure 3.

Figure 3. Illustrations of each of the five misprediction conditions for
expansion condition.

Figure 4. Movement times by Index of Difficulty by expanding condi-
tion for the user trial.

Results
Of the 2880 tasks recorded, 4.1% resulted in the user not
correctly hitting the target. These tasks were removed from
our analysis.

Figure 4 illustrates the overall movement time for experi-
mental versus control conditions by ID. Figure 5 further seg-
ments movement time using each of the expanding condi-
tions (correct, +one, -one, +two, -two). Analysis of vari-
ance shows a significant effect for condition (expansion or
no expansion) (F1,11 = 8.51, p < 0.01), misprediction con-
dition (Correct, ± 1, ± 2) (F4,8 = 27.73, p < 0.01), and ID
(F4,8 = 396.20, p < 0.001) on movement time. We also
observed condition * misprediction interactions (F4,20 =
24.15, p < 0.001), and condition * ID interactions (F8,16 =
5.97, p < 0.01) on total movement time.

Analyzing Mispredictions
Results from our user trial indicate that even in the presence
of mispredictions, users benefit from target expansion. Anal-
ysis of variance for tasks in the expansion condition show a
significant effect for ID (F4,8 = 154.18, p < 0.001), mis-
prediction error condition (F4,8 = 59.21, p < 0.001), or-
der (F2,10 = 18.17, p < 0.01), and ID * misprediction in-
teractions (F4,24 = 2.507, p < 0.05) on movement time.
Post Hoc analysis using Bonferroni correction shows the −2
misprediction condition to result in the slowest mean move-
ment time followed by the +2 condition. Post Hoc analy-
sis also shows the −1 misprediction condition to be signif-
icantly slower than the the correct prediction and +1 con-
dition. However, Bonferroni correction does not show a
significant effect on movement time for the correct predic-
tion and +1 misprediction condition. Finally, in all cases,
when the target expands, the user outperforms the control
condition. As well, overall the expansion condition outper-
form the control condition based on the simulated error rates
we used. Qualitatively, we note that for all but the lowest
IDs (largest, closest targets) the experimental condition was
faster than the control condition.
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Figure 5. Movement time by final Index of difficulty for the screen
expansion condition.

As described by McGuffin and Balakrishnan[10], the max-
imum expected benefit of expanding a target can be calcu-
lated using Fitts’ Law with the target’s expanded size. Using
the target’s final width to calculate the task’s Index of diffi-
culty, represented as IDfinal, we plot the effect on move-
ment time by misprediction alongside the expected lower
bound represented as a solid line (Figure 5). This line was
calculated using Fitts’ law coefficients from the static condi-
tion in Figure 4 assuming that we always predict and expand
the correct target. This line represents the best performance
that can be expected from any screen expansion technique.
In Figure 5, we see that correct prediction slightly outper-
forms the lower bound on time, and that the +1 condition,
also outperforms the lower bound for all but the lowest ID.
The -1 condition performs, on average, at the lower bound
(slightly better for high ID tasks and slightly worse for low
ID tasks). Finally, the +2 and -2 conditions do perform worse
than the lower bound, but these conditions are relatively rare
with current predictor accuracy (10% probability each).

REAL-TIME PREDICTION AND TARGET EXPANSION
Our results in our pilot study demonstrate that expanding a
candidate set of targets on the computer screen coupled with
optimistic endpoint prediction accuracies improves pointing
performance in a tiled target pointing task. We have shown
that the screen expansion of multiple targets improves point-
ing performance and that users are able to capitalize on an
enlarged target despite the presence of mipredictions and tar-
get shifts. However, as mentioned above, follow up work by
Ruiz and Lank [11] demonstrated that while high accuracies
could be replicated at the distances used by Lank et al., as
distance increased the distributions of predicted endpoints
also increased, resulting in lower probabilities of the correct
target being predicted. Therefore, at distances further than
512-pixels, even if three targets are expanded, it is much less
likely that a user’s target will be expanded. To increase the
likelihood of target expansion in real world prediction, it is
necessary to increase the size of the candidate set as distance

increases.

In this section we describe an experiment conducted to ex-
amine expanding a region of targets using a real-time imple-
mentation of the kinematic endpoint prediction algorithm.
In particular, the goal of the experiment is to answer the fol-
lowing questions:

• Will using a real-time predictor and a candidate set of tar-
gets, enable us to expand the user’s intended target at ac-
curacies defined by a normal probability distribution?

• Is there a limit to the amount of displacement that can
occur before performance degrades?

• Finally, is the current state of the art in endpoint predic-
tion accurate enough for enabling expanding targets in in-
terfaces?

Kinematic Endpoint Prediction
To conduct this experiment, we implement the KEP algo-
rithm and incorporate it into our pointing task. The KEP
algorithm is described in [11], and is used to predict the end-
point of a user’s motion. We summarize the implementation
of this predictor here.

The KEP algorithm is a 3-step algorithm to determine user
endpoint. The three steps are:

1. Given a partial gesture of length d toward a target, a quadratic
equation is used to fit the data points (d, s(d)) along the
partial gesture. Here d is the distance, and s(d) is the
speed at that distance. The quadratic equation is solved
for it’s 0-roots (x-intercepts). One x-intercept should oc-
cur at point (0, 0), the start point. The other occurs at
some distance from the start point, dcalc.

2. Calculate the stability of the predictor by comparing the
previous endpoint predicted to the current predicted end-
point. If the prediction is not stable, return a value indi-
cating an accurate prediction is not possible at this point
in time.

3. If the predictor is stable, calculate the predicted percent-
age of gesture length completed by dividing the current
distance traveled by dcalc. If the percentage is greater than
a set threshold, return dcalc; otherwise return a value indi-
cating a prediction is not possible at this time.

To return an endpoint, after curve fitting, we first estimate
stability of our prediction. Our predictor is stable when the
following equation holds:

ln − ln−1

ln
≈ 0 (2)

Here ln is the current value of dcalc, and ln−1 is its previous
value. Typically, this equation only approaches 0. Ruiz and
Lank find that, as long as the value of the stability estimate is
< 0.02, the prediction is sufficiently stable to give a reliable
estimate.
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If the prediction is stable, we then calculate where we are
in motion. Based on an analysis of user pointing, Ruiz and
Lank note that the last 10% of the distance a user travels typ-
ically consumes about 40% of the time required to acquire
a target and click on that target. We therefore typically pre-
dict before 90% of user movement. In our implementation
of KEP, if the current distance traveled is 0.89 of dcalc, we
return a predicted endpoint. For more details on the imple-
mentation of the KEP algorithm and the rationale for these
design decisions, the interested reader is referred to [11],
available on-line at the HCI lab website at the University
of Waterloo, and to [8].

In Ruiz and Lank’s KEP implementation, they show that the
standard deviation of the predicted endpoint of a user’s mo-
tion can be approximated by taking 10% of the distance a
user travels. As a result, they recommend considering can-
didate targets within two standard deviations (±10%) highly
likely, i.e. 62% likelihood of target expansion. We base the
expansion region of this experiment on this recommenda-
tion, as described below.

Method

Task
The task was the same task as described in pilot study with
one exception. Instead of displaying seven targets, the whole
screen was tiled with targets. As a result, the KEP predictor
could choose any region on the screen as the predicted end-
point instead of limiting predictions to, for example, seven
targets, as in the pilot study.

Expanding Conditions
Similar to our pilot study, our experiment has two condi-
tions.

No Expansion/Control: Target size never changed during the
movement.

Expansion: Using a real-time implementation of the kine-
matic endpoint prediction (KEP) algorithm, predictions were
made continuously throughout the motion. At 89% of pre-
dicted distance (i.e. current distance is 89% of the predicted
endpoint) a prediction was acted upon. At that time, the pre-
diction was used to create a candidate set of targets around
the predicted target by either determining the number of tar-
gets that can occupy a region defined by ±10% of motion
distance (D) or ±1 target, which ever was greater. For ex-
ample, for an 8-pixel target at a distance of 512 pixels, a
candidate set of 13 targets will be expanded because 6 tar-
gets fall within 51 pixels on each side of the predicted target.
However, for a 64-pixel target at the same distance, only 3
targets will belong to the candidate set since each 64-pixel
target is larget than the 51-pixel region defined by 10% of
distance traveled. As mentioned above, 10% of motion dis-
tance is approximently one standard deviation of the proba-
blity distribution for the region defined by Ruiz and Lank’s
KEP algorithm. Therefore, we would expect the user’s in-
tended target to be contained within a region of ±10% of
motion distance (or two standard deviations) approximately
62% of the time.

Figure 6. Frequency of the user’s target expanding as part of the can-
didate set by user.

Procedure
The experiment consisted of three blocks: one practice block
consisting of no expansion and two experimental blocks:
control and expansion. Each block consisted of 15 D/W
combinations presented ten times resulting in 150 tasks per
block. The order of presentation of the combinations was
randomized and the order of the experimental blocks was
counterbalanced.

Participants
12 adult volunteers, 8 male and 4 female, between the ages
of 21-33 (mean=25.8, SD=3.6) participated in the study. All
participants were affiliated with a local university and re-
ceived a $10 gift certificate for a local coffee shop for their
participation.

Results
Of the 3600 tasks recorded, 4.1% resulted in the user not
correctly hitting the target. There was no signifficant differ-
ence between error rates in the control (5.1%) and expanding
(3.1%) conditions. Errors were removed from our analysis.

In our experiment, candidate targets consisted of targets oc-
cupying ±10% of motion distance around the predicted tar-
get. As mentioned above, the region predicted by the KEP
algorithm is defined by a normal probablity distribution around
the predicted target and approximately 10% of distance rep-
resents one standard deviation of the distribution. By ex-
panding a region consisting of ±10% of motion (i.e. two
standard deviations), we would expect the user’s target to
be expanded 62.8% of the time. Results from our experi-
ment indicated that the user’s intended target was expanded
73.7% of the time. Figure 6 displays the accuracies by user.
As shown in the figure, observed accuracies were typically
better than expected, with only two users with frequencies
below 62.8% (Users 7 and 11). Accuracies reached as high
as 86.9% for one user in our study.

Overall movement times by condition and ID are shown in
Figure 7. Results from the experiment indicate that using the
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Figure 7. Movement times by Index of Difficulty by condition.

kinematic endpoint predictor to identify a candidate set of
targets and expanding that set resulted in slower movement
times than the control condition. To examine why, we now
focus our attention on the analysis of how mispredictions,
both small offset mispredictions and large offset mispredic-
tions, affected movement time.

Analyzing Mispredictions
We examine the performance of target expansion for tiled
targets by examining the effect of offset errors on pointing
speed. To perform this analysis, we normalize the time taken
by motion by subtracting the average time taken in the con-
trol condition from the time taken for each individual mo-
tion. A value of 0 indicates that the movement speed was
identical to the average control condition speed. Negative
values indicate the user was faster than their average in the
control condition. Positive values indicate that the user was
slower.

We then plot these normalized time values based on the off-
set error for that pointing motion, where offset error is de-
fined as the number of pixels the center of the target was
shifted. For example, if the KEP predicts the correct target,
then the offset error is 0, the target is not shifted. If the KEP
is off by one target, the offset error would be equal to W , the
target width, and for an error of k targets, the offset error is
kW . We also categorize each data point into one of three cat-
egories: correct, negative off, and positive off. The correct
category represents when the user’s intended target was in-
cluded in the expanded candidate set. Negative and positive
off represent when the user’s target was not in the candidate
set. For Negative off, the algorithm underestimated the users
motion, so the user’s intended target was moved farther away
from the user. For Positive off, the predicted endpoint was
beyond the user’s target, so the user’s target moved toward
the user. Figure 8 shows a graph of these errors.

Examination of Figure 8 suggests that 0-pixel target dis-
placement (displayed on the horizontal axis) is a point of
reflection. Post-hoc analysis using Bonforroni correction
confirms this, showing no significant difference between the

Figure 8. Performance Benefit/Cost by displacement of user’s target
for each category in the experimental condition.

negative and positive off categories. Therefore, we simplify
our categories by taking the absolute value of target offset
and combining the positive and negative off category into
a single Error category. Figure 9 illustrates the normalized
time taken versus offset error for each of our resulting cate-
gories, Correct, and Error. The solid line represents the best
linear fit for each category.

As in the pilot study, we can calculate the expected best per-
formance from expanding the user’s intended target by using
the Fitts’ Law coefficients obtained from the control condi-
tion. Using these coefficients, we calculate the maximum
performance benefit for our participants to be −.20. As in
the pilot study, when expansion occurs around the user’s in-
tended target, resulting in no horizontal displacement, we
observed a performance benefit near the maximum benefit
expected by Fitts’ Law. However, the performance benefits
of the enlarged target quickly degrades as the user’s intended
target shifts. When the offset error reaches 80 pixels (shown
in Figure 9(a)), the time taken to acquire a target matches
the control condition. For shifts greater than 80 pixels in our
experimental configuration, the user performed worse than
control, even if the correct target was expanded.

The performance cost for the error condition is shown in Fig-
ure 9(b). As shown in the figure, even at the lowest level of
displacement (50 pixels), the performance is worse than the
control condition, suggesting a significant cost for target dis-
placement.

DISCUSSION
While our pilot study using a candidate set of three targets
and the simulated prediction accuracies reported by Lank et
al. [8] resulted in promising results, they did not extend to
larger sets of targets using a real-time implementation of the
KEP predictor. Results from our experiment demonstrate
that there is a limit to the amount a user’s target can shift
when expanded. On our display, the limit on target dis-
placement was approximately 80 pixels. If displacement was
greater than 80 pixels, then target expansion did not result
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(a) Correct

(b) Error

Figure 9. Performance Benefit/Cost by absolute value of the displace-
ment of user’s target for the correct and error categories.

in a net benefit. Figure 9(a) plots this expected benefit as
a linear function. While the 80-pixel limit on displacement
is undoubtedly a function of the resolution of our computer
monitor, for any display a relatively simple pointing task can
be used to calculate the limits on target displacement for a
specific user. See, for example, Wobbrock et al.’s work [12]
calculating an error function for Fitts’ Law pointing tasks,
where they use a simple test to calibrate users.

As we note earlier, Ruiz and Lank [11] show that the KEP al-
gorithm can be used to calculate a normal distribution around
a predicted endpoint with standard deviation, σ i, approxi-
mately equal to 10% of the user’s movement. A normal dis-
tribution can be used to calculate specific probability of a
value lying between the mean and any arbitrary number of
standard deviations, s, using the erf function as follows:

p(x) =
2

sqrtπ

∫ s

0

e−x2
dx (3)

Using our 80 pixel limit for our monitor/input device con-

figuration, we can use this to calculate the necessary accu-
racy of our predictor. At 0 pixels of displacement, we see a
maximum benefit, calculated as about 1/5 of a second, i.e.
0.20 seconds. This benefit shrinks to 0 seconds at 80 pixels,
yielding a straight line equation of the form:

tsaved = −0.20 +
0.20
80

x (4)

Beyond 80 pixels, our targets are not expanded, yielding a
constant cost based on 80 pixels of displacement of 0.25 sec-
onds of additional time. We can claim the following:

p(x)tsaved > 0.25(1− p(x)) (5)

Essentially, the probability of any time saving associated
with expansion must outweigh the likely cost associated with
80-pixel target displacements when no expansion occurs. The
probability of no expansion is exactly equal to 1 − p(x),
where p(x) is the probability that the target expands. There-
fore, 80 pixels is equivalent to the number of standard devi-
ations, s in Equation 3 such that the inequality, Equation 5
holds. Solving this analytically in Maple yields a result that
s = 0.729. Our displacement limit, 80 pixels, is an arbitrary
function of our hardware. However, the predictor accuracy
must be greater than 56.5% for our maximum displacement
limit. We obtain this calculation by evaluating the integral in
Equation 3 with s = 0.73.

Considering the current standard deviations associated with
the KEP, we see that only for distances less than 800 pixels
will the predictor perform with sufficiently high accuracy to
result in performance gain on our current experimental con-
figuration. Therefore, for distances presented in Lank et al.’s
original study [8], i.e. all distances less than 600 pixels, we
would expect to see a net benefit. However, when imple-
menting the real-time predictor on a larger display, only at
512 pixels is the KEP sufficiently accurate to allow a net im-
provement in performance, and then only if a region of 80
pixels is expanded. Expanding smaller regions will drop the
predictor accuracy and limit some of the benefit, resulting in
suboptimal benefit for expanding targets.

FUTURE WORK
We are in the process of exploring variants of expansion
strategies to determine promising approaches to endpoint fa-
cilitation with expanding targets. While the KEP is currently
not sufficiently accurate, it may be possible to increase the
reliability of the KEP by combining its probabilities with ad-
ditional information. For example, histories of command us-
age or user task modeling could allow the calculation of set
of priors on the underlying interface widgets. This would
allow the KEP to identify the maximally likely target within
a candidate set using two independent probability distribu-
tions – one from command use and one from motion kine-
matics. Combining these probability distributions could sig-
nificantly improve endpoint selection. In addition, in our
experiment, we enlarged all candidate set targets around the
predicted target. However, if underlying priors indicate that
certain targets are highly unlikely, we could either not ex-
pand those targets, or we could even shrink less likely targets
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to make additional space available for expansion of more
likely targets. This selective expansion would result in less
displacement of expanded, likely target, and less overall dis-
placement of unlikely but possible targets. Another strategy
is to increase the size of the targets in proportion to the likeli-
hood of the target as determined by the combined probability
distributions, so that targets are of varying sizes. This will
result in displacement of the user’s intended target within the
expansion region, but the displacement should be consider-
ably less than expanding every target in the region the same
amount.

Beyond target expansion, we also aim to explore additional
pointing facilitation strategies. For example, one problem
with display expansion is the visual disruption caused by tar-
gets moving on the screen. Motor expansion has been shown
to improve performance in pointing tasks, and it may be the
case that making targets “sticky” in motor space based on ei-
ther KEP probabilities, or KEP probabilities in conjunction
with underlying priors, could have a higher net benefit. One
significant benefit of motor space expansion is that visual
disruption of the display is entirely eliminated. We continue
to explore techniques that effectively incorporate KEP into
realistic pointer facilitation techniques for dense and tiled
target configurations.

CONCLUSION
In this paper, we examine the effectiveness of expanding
multiple candidate targets with a region on a computer dis-
play when the entire screen is covered with potential targets.
We show that, if a predictor accuracy is sufficiently high (i.e.
if a target is expanded with probability greater than 56.5%)
and if the expansion region is sufficiently small (less than
80 pixels in our display configuration, or about 4% of the
display resolution), then there is a net benefit to expanding
targets when using a real-time kinematic endpoint predic-
tion algorithm in conjunction with expanding targets. As
distances increase beyond about 800 pixels on our computer
display, however, the error associated with our predictor in-
creases, and endpoint prediction is no longer sufficiently ac-
curate to support improved pointing speeds. Although kine-
matic endpoint prediction may not be, in itself, sufficient
to support endpoint expansion for targets on typical desk-
top computer displays with resolutions of 1900 X 1200 pix-
els or greater, we argue that additional information in the
form of underlying priors can be used to refine the underly-
ing target probabilities. Generating an accurate set of target
probabilities based on priors and motion kinematics should
enable novel target expansion strategies, with the potential
for significant improvements in user pointing performance
in desktop computer displays.
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