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Abstract

Any real number x � ��� �� can be represented as a unique Pierce series

�

q�
� �

q�q�
�

�

q�q�q�
� � � �

The series is �nite if and only if the number x is rational� This paper dis	
cusses the length of the series and the �nal results are a new upper bound
�Theorem 
� and a new lower bound �Theorem �� on the length�

The numerical computations concerning the length are done by computer
and the algorithms used and results are presented� The numerical results are
an extension to the tables previously published�
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� INTRODUCTION �

� Introduction

Let the generalized binary operations div and mod be de�ned for all pairs
of positive real numbers in the following way�

��a� b � R�� a div b
�

� maxfn �Z � bn � ag�
a mod b

�

� a� �a div b�b�

The result of the div operation is a nonnegative integer and the result of the
mod operation is a nonnegative real number� Using the previous de�nitions
it is easy to check that the following statements are true�

b � a mod b � �� ���

a � b�a div b� � a mod b� and �
�

a

b
� a div b�

a mod b

b
� ���

Remark� The priority of the operations div and mod is the same as the
priority of multiplication or division�

Now� let x be any real number from the interval ��� ��� If we denote x� � x
and calculate

q� � � div x� and x� � � mod x�

then using the relations �
� and ��� we have

x � x� �
�

��x�

���
�

�

q� � x��x�
�

�

q�
�
�
�

q�
� �

q� � x��x�

�

�
�

q�
� q� � x��x� � q�

q��q� � x��x��
�

�

q�
� �

q�
� x�
x�q� � x�

���
�

�

q�
� �

q�
� x��

Also� using inequalities ��� and � � x� we can state

� � q�� x � x� � x� � �� and

x �
�

q�
� �

q�
� x��
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If x� is not zero then we can repeat the process by calculating

q� � � div x� and x� � � mod x��

We have

�
� � x�q� � x� � � � x�q� � x�
x��x��� x�q� � x�q�

x��x��� q� � q��

In an analogous way to the previous step� we conclude

� � q� � q�� x � x� � x� � x� � �� and

x �
�

q�
� �

q�
� � �
q�
� �

q�
� x�� � �

q�
� �

q�q�
�

�

q�q�
� x��

If x� is nonzero then we can repeat the iteration and if x� is nonzero do it
again� and so on� After k steps �if we succeed in making them� we will have
k integers � � q� � q� � � � � � qk and k real numbers x� � x� � � � � � xk � �
�xi � x� � �� i � � � � � k� such that

x �
�

q�
� �

q�q�
�

�

q�q�q�
� � � ��

����k��
q�q� � � � qk

�
����k

q�q� � � � qk
� xk� ���

If the process stops at some point� i�e� xk � � for some k� then we know
that x is a rational number and

x �
kX

i��

����i��
q�q� � � � qi

�

Therefore� for all irrational numbers x the process continues forever� The
equality qk�� � � div xk implies xk � ��qk��� which gives�����x�

kX
i��

����i��
q�q� � � � qi

����� � �

q�q� � � � qk
� xk � �

q�q� � � � qk��
�

� �

�k � ���
� � �k �	��

so we can write

x �
�X
i��

����i��
q�q� � � � qi

�
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We still do not know whether there is a rational number x such that
the process does not stop after a �nite number of steps� To analyze this
situation� let us assume that x � b�a � � for some positive integers a and b
�the case x � � is trivial�� In this case� the previous iteration looks like this�

q� � � div x� � � div
b

a
� maxfn �Z � n � b

a
� �g

� maxfn �Z � nb � ag
� a div b�

x� � � mod x� � � � x��� div x��

� �� b

a
�a div b� �

a� b�a div b�

a

�
a mod b

a
�

If we denote b� � b and b� � a mod b� then q� � a div b� and x� � b��a� If
b� is not zero �i�e� x� is not zero� we can repeat the iteration� obtain b�� q��
and x� � b��a� and so on� Thus� in case that x � b�a is a rational number�
the ith iteration can be written as

bi � a mod bi��� qi � a div bi��� and xi � bi�a� ���

The sequence fxig is strictly decreasing� Since xi � bi�a� the sequence fbig
is also decreasing� Actually� it is a decreasing sequence of positive integers�
so it has to be �nite� i�e� after a �nite number of iterations we will get bk � ��
Hence� if x is a rational number the sequence fxig is �nite�

We saw that any real number x � ��� �� can be represented as a �	
nite or in�nite sum

P
i����i����q�q� � � � qi�� A natural question is� if a

strictly increasing sequence of positive integers fqig is given� how does the
series

P
i����i����q�q� � � � qi� behave� Since that series is alternating with

the decreasing sequence of absolute values of its summands converging to �
the series converges� The odd and even partial sums of that series are upper
and lower bounds of its sum� respectively� so it is easy to see that the sum is
in the interval ��� ���
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The next question is� should we pose more constraints on the sequence
of positive integers fqig� besides qi � qi��� in order to guarantee uniqueness
of that sequence when the number x is �xed�

Suppose that the number x � ��� �� can be expressed in two ways

x �
X
i

����i��
q�q� � � � qi

�
X
i

����i��
m�m� � � �mi

where fqig and fmig are two distinct� �nite or in�nite� increasing sequences
of positive integers� Then� there exists an integer j such that qi � mi for
i � j� and qj 
� mj� We have

X
i

����i��
q�q� � � � qi

�
X
i

����i��
m�m� � � �mi

�
X
i�j

����i��
q�q� � � � qi

�
X
i�j

����i��
m�m� � � �mi

�

X
i�j

����i��
qjqj�� � � � qi

�
X
i�j

����i��
mjmj�� � � �mi

�

�

qj
� z

qjqj��
�

�

mj
� y

mjmj��
�

where z and y are real numbers from the interval ��� ��� If qj�� or mj�� or
both do not exist we can assume qj�� � qj � � or mj�� � mj � � �because
z � � or y � ��� If we denote w � ��qj � z��q�qj���� then w is a positive real
number and

qjw � �� z

qj��
� ��

�qj � ��w � �� z

qj��
�

�

qj
� z

qjqj��
� �� �

qj��
�

�

qj
� �

qjqj��

� �� �

qj � �
�

�

qj
� �

qj�qj � ��
� ��

We have two cases� if �qj���w � � then qj � � mod w� otherwise� �qj���w �
� and qj � � mod w � �� The second case will happen if and only if the
sum is �nite� z � �� and qj�� � qj � �� The analogous statement can be
maid about mj� We can assume qj � mj� This implies qj � � mod w � ��
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mj � qj�� � � mod w� qj�� is the last element of the sequence fqig� and mj is
the last element of the sequence fmig� In this and only in this situation� two
distinct sequences fqig and fmig can represent the same number x� Since we
want our algorithm ��� to always work� we will choose the shorter option� i�e�
we will put the condition that if the sequence fqig is �nite �i�e� � � i � k�
then qk � qk�� � ��

Finally� we can de�ne that for any real number x � ��� �� the expansion

x �
�

q�
� �

q�q�
�

�

q�q�q�
� � � � � ���

where fqig is a strictly increasing sequence of positive integers� is called the
Pierce expansion� The series on the right side of equation ��� is called the
Pierce series� The expansion ��� can be �nite or in�nite� If the expansion
is �nite then one more condition on the sequence fqig has to be satis�ed�
qk � qk�� � � where qk is the last element of the sequence�

The facts proven in this section can be gathered in the following theorem�

Theorem � Every real number in the interval ��� �� has a unique Pierce
expansion� The rational numbers have �nite Pierce expansions and the irra�
tional numbers have in�nite Pierce expansions� Any increasing sequence of
positive numbers fqig� �nite or in�nite �if �nite then the condition qk�qk�� �
� is satis�ed�� represents the Pierce expansion of a real number from the in�
terval ��� ���

The sequence fqig which determines the Pierce expansion of a number x
can be obtained using the recursive formulae

x� � x� xi � � mod xi��� and qi � � div xi�� �i � �� 
� � � � ��

If the number x is rational� i�e� x � b�a for some positive integers a and b
�a � b�� then the previous algorithm �in form of formulae� can be rephrased
as

b� � b� bi � a mod bi��� qi � a div bi���

and xi �
bi
a

�i � �� 
� � � � ��
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If the number x is rational� i�e� x � b�a for some positive integers b
and a �b � a�� then the number of elements in the �nite Pierce expansion
of x� i�e� the number of elements of the �nite sequence fqig is called the length
of that expansion� i�e� the length of that series� and is denoted as P �a� b��
The number xP �a�b��� is the last element of the sequence fxig� We will denote
P �a� � maxfP �a� b� � � � b � ag� It is easy to see that for all n �� � n �
P �a�� there exists such a number b �� � b � a� such that n � P �a� b�� That
is the reason why we are primarily interested in P �a� when talking about the
�length of the Pierce series��

This type of series was analyzed by Sierpi�nski in ���� ���� The expansion
is due to Pierce in ��
� ���� He made a short analysis of the expansion and
showed how the expansion can be used to obtain approximations of the ir	
rational roots of algebraic equations� Shallit gave the two above algorithms
in ���� �published ����� ���� In that paper� a thorough analysis of the Pierce
expansions �more precisely� the metric theory of Pierce expansions� is given
and we will refer to some of its results in the text that follows� Mays in ����
�published ���� ��� discussed indirectly the �nite Pierce expansion and its
length� Mays does not explicitly mention the Pierce expansion but his Algo	
rithm � is basically the algorithm for producing the �nite Pierce expansion
and was given in ���� We will refer to some of the results from that paper� too�
The last paper discussing the matter is a ���� paper ��� of Erd�os and Shallit�
In that paper� new lower and upper bounds are determined for the �nite
Pierce series and a table for the �Worst Cases for Pierce Expansions� up to
a � ������ �originally a is denoted as b� and P �a� � �� is given�

� Geometrical Representation

If we de�ne a function f � ��� �� � ��� �� to be f�x� � � mod x� then the
sequence fxig can be simply expressed in terms of an iterative process�

x� � x�

xi � f�xi��� for i � �� 
 � � �

or we can write

xi � f i�x��
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Figure �� Geometrical representation

This approach gives us means to graphically illustrate the described algo	
rithm �in general case�� The illustration is given in Figure �� The graph of
the function f is a set of semi	open line segments

f�x� � �� nx� for x �
�

�

n� �
�
�

n

�
� ��

The arrows on the �gure represent the open ends of line segments� The
limitations of the physical world do not allow us to print the complete graph�
but we can get an idea� The �gure also shows the sequences fxig obtained
in the Pierce expansions of numbers ��� and � � e��� The representation

of the sequence fqig is associated with relation xi �
h
���qi�� � ��� ��qi��

�
�
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The number �� e�� is unique in the sense that qi � i� i�e� that the numbers
x�� x�� x�� � � � �hit� each segment of the form ����i���� ��i�� Intuitively� this
means that the sequence fxig obtained in the expansion of �� e�� decreases
with the slowest possible rate�

Since� the process stops if xi reaches zero� without any harm to our anal	
ysis we can de�ne

f��� � ��

This will save us from some distracting technical details�

If we note that f���� ��� � ��� ��
�� f���� ��
�� � ��� ����� � � � or� in general�
f���� ��i�� � ��� ���i� ���� then we get

fn
��
��
�

i

��
�
�
��

�

n� i

�
�

In the special case i � �� we have

fn���� ��� �
�
��

�

n� �

�
which implies

xn � fn�x� �
�

n� �
���

for all n � �� 
� � � � �

If we take any real number y � ��� ��� then we have	
�

y



� � �

�

y
�
	
�

y



� �

d��ye � �
� y � �

d��ye �

Using inequality ���� we get

y � �

d��ye � xd��ye��� ���

� Upper Bound

In this section� we will set an upper bound on the function P �a� �P � N� N��
Since P �a�a� � P ��� � �� we will not always make special remarks when a
statement does not hold only for that case�
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Let x � b�a � ��� �� �i�e� a � b � �� be a rational number where a
and b are positive integers �not necessarily relatively prime�� We will use the
same notation as in the �rst section� i�e� the following sequences will have
the same de�nitions� fbigk��i�� � fxigk��i�� and fqigki��� where P �a� b� � k �bk���
xk�� and qk are the last nonzero elements obtained in the algorithm �����
Knowing that all elements of the strictly decreasing sequence fbig are from
the �nite set f�� 
� � � � � a � �g� we easily conclude that there are no more
than a�� elements in that sequence� That means P �a� b� � k � a�� which
implies our �rst upper bound

P �a� � a� ��

If we take a look at Figure � or at the inequality ��� we can note that
the sequence fxng decreases very fast in the beginning� We have not used
that fact when we got the previous upper bound� In order to use it� we can
choose any real number y � ��� �� and write

P �a� b� � �fxi � i � �g � �fxi � xi � yg��fxi � xi � yg�
����

where �X means� the number of elements of the �nite set X� The inequal	
ity ��� implies

�fxi � xi � yg �
	
�

y



� � �

�

y
� ����

On the other hand

�fxi � xi � yg �
�fbi

a
�
bi
a
� yg � �fbi � bi � ayg � ay�

since bi�s are distinct positive integers� Now� using the last two inequalities
and ����� we have

P �a� b� �
�

y
� ay�

In order to choose the best value of y �so that the last bound reaches mini	
mum�� we calculate the derivation

d

dy
�
�

y
� ay� � � �

y�
� a � �� y �

�p
a
�
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and we get the second upper bound

P �a� b� � 

p
a �

i�e�
P �a� � 


p
a �

This bound was proved by Shallit ����

If P �a� b� were close to the last upper bound then the set fbi � bi � ayg
would contain many close integers� The argument that follows does not allow
that and we can get a better upper bound�

Let us denote

�i � xi � xi�� for i � �� �� � � � � k � 
�

�k�� � xk���

ri � bi � bi�� for i � �� �� � � � � k � 
� and

rk�� � bk���

Then �i � ri�a� The de�nition of rk�� and �k�� is natural� since we can
always assume xk � bk � � and it will not a ect the following analysis�

If we recall the algorithm ��� for the �nite Pierce series from the �rst
section� we have

ri � bi � bi�� � bi � ri � bi�� � a mod bi

� bi j a� �bi � ri� � a� ri � bi

� bi j a� ri�

Since there are not too many divisors of a � ri� we cannot have too many
ri�s being equal� In order to use this limitation� we will choose two real
numbers ��a � z � y � � and reformulate the equality �����

P �a� b� � �fxi � xi � yg�
�fxi � xi � y ��i � zg��fxi � xi � y ��i � zg� ��
�

If j � �fxi � xi � y ��i � zg and we list all elements of that set

y � xi� � xi� � xi� � � � � � xij � �
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then

y � xi� � xi� ��i� � xi� ��i� ��i� � � � � � � �
jX

l��

�il � jz

� j �
y

z
� �fxi � xi � y ��i � zg � y

z
� ����

We showed above that bi j a� ri� If we note that

�i � z � ri
a
� z � ri � az

then we have

bi
a

� fxi � xi � y ��i � zg
� bi divides a� ri� where ri is an integer and � � ri � az

� bi divides a number from interval
h
a� �� a� daze � �

i
�

Since all numbers bi are di erent we have

�fxi � xi � y ��i � zg � d
�
fa� �� a� 
� � � � � a� daze � �g

�
����

where d�A� � �fn � N � �a � A� n j ag �d��� � ���

To make a bound on the function d� we can use a result from �
� �Theo	
rem ���� page 
����

d�n� � O�n���

where d�n� is the number of divisors of n and � is any positive real number�
This means that if we choose a positive real number �� then there is a positive
real constant c� such that

d�n� � c�n
�

for all n� Using ���� and this fact we get

�fxi � xi � y ��i � zg � d
�
fa� �� a� 
� � � � � a� daze � �g

�
�

� d�a� �� � d�a� 
� � � � �� d�a� daze � �� �

� c��a� ��� � c��a� 
�� � � � �� c��a� daze � ��� �

� �daze � �� � c��a� daze � ��� � az � c��a� az�� � c�a
���z�z � ����
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We can add a constraint � � � �the idea is to have small � anyway�� and
since z � � we get from the last equation

�fxi � xi � y ��i � zg � 
c�a
���z� ����

If we combine ��
�� ����� ����� and ���� we get

P �a� b� � �fxi � xi � yg�
�fxi � xi � y ��i � zg��fxi � xi � y ��i � zg

�
�

y
�

y

z
� 
c�a

���z� ����

In order to make the last expression minimal� we will try to choose y and z
so that the partial derivations are zero�

�

�y
�

��
y�

�
�

z
� ��

�

�z
�

�y
z�

� 
c�a
��� � �

The �rst equation implies y �
p
z and we easily get

y �
�

�


c�a���

����
and z �

�
�


c�a���

����
�

If we substitute these values of y and z in ���� then we get

P �a� b� �
�

�
c�a����
����

�

�

c�a

���
�����

�
c�a����
����

� 
c�a
���

�

c�a

���
�����

� �
�

c�a

���
����

�
�
� � 
���c����

�
� a�������

Since c� is a constant and � is an arbitrary positive real number� the last
inequality implies

P �a� � O�a������

for any positive number �� This is the third upper bound and it was proven
by Erd�os and Shallit ����
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However� we can improve the last result by a more strict use of inequal	
ity �����

Firstly� let us note that the inequality ���� can be made more strict�
Namely� since bi � a for all i� there can never be bi � a � j for any j �
�� 
� � � � � daze � � although a� j j a� j� So� instead of ���� we can write

�fxi � xi � y ��i � zg � d
�
fa� �� a� 
� � � � � a� daze � �g

�
� daze� �

���

Let n and r be two positive integers such that r � n� We want to get
an upper bound on the number d

�
fn � �� n � 
� � � � � n � rg

�
� If we denote

A � fn� �� n � 
� � � � � n� rg then

� divides exactly br��c elements of A�

 divides at least br�
c elements of A�
� divides at least br��c elements of A�

� � �
r � � divides at least br��r � ��c elements of A� and

r divides exactly br�rc elements of A�

Having this in mind� we get

d�A� � d�n� �� � d�n� 
� � � � �� d�n � r�

�
� �r

�


� �

�
�
� �r





� �

�
� � ��

� �r
r


� �

�

�
n�rX
i��

d�i��
nX

i��

d�i��
rX

i��

�
r

i


� r�

According to �
� �page 
����
Pr

i��br�ic � d��� � d�
� � � � �� d�r�� so we get

d�A� �
n�rX
i��

d�i��
nX

i��

d�i��
rX

i��

d�i� � r�

There is a remark in �
� �page 

� x ���
� which claims that Van der Corput
in ��

 proved

d��� � d�
� � � � �� d�n� � n log n� �
� � ��n� o�n��������
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where � is Euler�s constant and where log represents the natural logarithm
�log � loge�� Then we have

d�A� � �n� r� log�n� r� � �
� � ���n � r� � o��n � r��������� n log n

��
� � ��n� o�n�������� r log r � �
� � ��r � o�r������� � r

� n log
�
� �

r

n

�
� r log

�
� �

n

r

�
� o�n������� � r�

�We used the inequality r � n�� That means that for any real positive
constant c�

d�A� � n log
�
� �

r

n

�
� r log

�
� �

n

r

�
� c�n

������ � r�

for n large enough� Now� starting from ��� we have

�fxi � xi � y ��i � zg �
� d

�
fa� �� a� 
� � � � � a� daze � �g

�
� daze� �

� a log

�
� �

daze � �

a

�
� �daze � �� log

�
� �

a

daze � �

�
�

�c�a
������� daze � �� daze� �

� a log�� � z� � az log
�
� �

a

az � �

�
� c�a

�������

We should always keep in mind that z is chosen such that z � ��a� Using�
as before� ��
�� ����� ����� and the last inequality� we get

P �a� b� � �fxi � xi � yg�
�fxi � xi � y ��i � zg��fxi � xi � y ��i � zg ����

�
�

y
�

y

z
� a log�� � z� � az log

�
� �

a

az � �

�
� c�a

�������

We want to determine values of y and z so that the following partial deriva	
tions are zero�

�

�y
�

��
y�

�
�

z
� ��

�

�z
�

�y
z�

�
a

z � �
� a log

�
� �

a

az � �

�
� az � az � �

az � � � a
� �a�
�az � ���

� ��
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From the �rst equation we have y � z���� We will not solve the second
equation� Instead� we will approximate it by another one� �We don�t have
to solve the equation� we could even guess values of y and z��

Since we know that we want to obtain ��y � z���� � o�
p
a� and az �

o�
p
a�� we have az �	 and z � � when a�	� Using this� we can modify

the second equation by replacing all terms with their orders of magnitude�

�z���� � a� a log z � a � ��
z���� � �a log z�

An approximate solution to the last equation is z � ������a�����log a������
This implies y � ������a�����log a������ Substituting y and z in ���� we get

P �a� b� � 
 � �������a����log a���� � a log�� � ������a�����log a������ �

a � ������a�����log a����� � log
�
� �

a

a � ������a�����log a����� � �

�

�c�a
������

� 
 �

q

�� � a����log a�����!

�
a����log a�����

�
�

�

q

�� � a����log a���� � o

�
a����log a����

�
� � �

q

�� � a����log a����� o

�
a����log a����

�
�

�
p
�� � a����log a����� o

�
a����log a����

�
� 
��
�� � a����log a���� � o

�
a����log a����

�
�

Hence� we have our last upper bound�

Theorem �

P �a� � �
p
�� a����log a����� o�a����log a�����

or
P �a� � O�a����log a������

� Lower Bound

Let r� � r� � � � � � rn be an increasing sequence of positive integers� Let
us determine for which real numbers x �� � x � �� frig is a starting subse	
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quence of the sequence fqig in the Pierce expansion of that number� Using
observations from Section 
� we know that if qn exists �� �� then

x� � x� � � � � � xn�� � �

and

xi�� �
�

�

qi � �
�
�

qi

�
for i � �� 
 � � � � n� �� and

xn�� �
�

�

qn � �
�
�

qn

�
�

We have

rn � qn � xn�� �
�

�

rn � �
�
�

rn

�
�

Note that the interval ����rn � ��� ��rn� has the length ���rn�rn � ���� If we
have rn�� � qn��� besides having rn � qn� then an additional condition has
to be satis�ed�

xn�� �
�

�

rn�� � �
�

�

rn��

�
�

Since we know from �� that

xn�� � f�xn��� � �� rn��xn�� ����

we get

qn�� � rn�� � qn � rn � xn�� � f��
��

�

rn � �
�
�

rn

��
�

where the function f is restricted to the formula ����� The set f��
�
����rn �

��� ��rn�
�
is an interval of the size

�

rn��
� �

rn�rn � ��
�

�

rn��rn�rn � ��
�

Using previous argument as an inductive step� we can continue backwards
and �nally get

q� � r� � q� � r� � � � � � qn � rn � x� � f��n���
��

�

rn � �
�
�

rn

��
�
�
��
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where the meaning of f��n��� should be understood in the �restricted� way
as explained in the inductive step� The set f��n���

�
����rn � ��� ��rn�

�
is an

interval having the length

�

r�r� � � � rn��rn�rn � ��
�

We will denote that interval as I�

Let us �x q� � �� q� � 
� � � � � qn � n� Then the interval I has the
length ���n � ���� If we take a positive integer a such that

�

a
�

�

�n � ���
�
��

then it is always possible to �nd a positive integer b �b � a� such that

b

a
� I�

For such a and b� the Pierce series of number a�b satis�es �
��� Hence� we
have

P �a� b� � n�

which implies

P �a� � n� �

�

Because of Stirling�s formula n� � n�n�e�n� the inequality

a � n
�
n

e

�n

�n� �� �
��

implies �
��� However� this is equivalent to

log a � log n� n log n� n� log�n� ��� �
��

Let a be an integer �large enough to have log log log a � �� and let n �
blog a� log log ac� Then

n � log a

log log a
and log n � log log a� log log log a � log log a�
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These two inequalities imply

log a � n log n � n log n� n� log n � log�n� ���

for n large enough� However� the last inequality is the same as �
�� and�
since we have

�
��� �
��� �
��� �

�

we get

P �a� � n �

�
log a

log log a

�
�

We can state the following theorem�

Theorem � For any real constant � � 	 � � the inequality

P �a� � ��� 	� � log a

log log a

holds for numbers a � N large enough� That inequality implies

P �a� � "

�
log a

log log a

�
�

If n is any positive integer� and we choose a � lcm�
� �� � � � � n� � � and
b � n then it is easy to see that

b� � b � n�

b� � a mod b� � a mod n � n� ��

b� � a mod b� � a mod �n � �� � n � 
�

b� � a mod b� � a mod �n � 
� � n � ��

� � �

bn � a mod bn�� � a mod � � ��

This gives
P �a� b� � n � P �a� � n�
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Using the approximation 
�x� � �������x from ��� �Theorem �
� we get

log a � log�lcm�
� �� � � � � n��

� log���n�� � ��������n � ��������P �a��

Hence�
P �a� � ���������� log a � ����
��� log a

for in�nitely many a�

This relation is proven in ����

� Algorithms

Calculating P �a� b�
The algorithm for calculating P �a� b� is the following�

Algorithm� P �a� b�

Input� a� b Two positive integers� b � a
Output� P �a� b�

�� n� �

� While b � � do
�� b� a mod b
�� n� n � �
�� Return n

Since steps � and � do not have bit complexity greater than �lg a��� we
get that the bit complexity of the algorithm above is O�P �a��lg a���� Using
Theorem 
� this gives upper bound on the running time O� �

p
a � �lg a�	����

The upper bound given in Theorem 
 is very likely far from being tight�
so the bit complexity of O� �

p
a � �lg a�	��� does not necessarily re#ect the true

behavior of the algorithm above�



� ALGORITHMS 
�

Calculating P �a�
Note� The functions P �a� b� and P �a� should be di erentiated by the number
of arguments�

When calculating P �a� we are interested also in the least value of b for
which the maximum P �a� � P �a� b� is reached� A simple way of calculat	
ing P �a� is the following�

Algorithm� Ps�a�

Input� a A positive integer
Output� P �a�� b P �a� � P �a� b�

�� n� �

� b� �
�� For i� � to a do
�� If P �a� i� � n then
�� n� P �a� i�
�� b� i
� Return �n� b�

The bit complexity is

a� bit complexity of P �a� b� � O�aP �a��lg a��� � O�a
���lg a�	����

so the subscript s means a simple� but also a slow� algorithm�

A faster algorithm with running time O�a�lg a��� uses the recursive rela	
tion

P �a� b� � P �a� a mod b� � ��

Algorithm� Pf �a�

Input� a A positive integer
Output� P �a�� b P �a� � P �a� b�

�� p� � �

� n� �
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�� b� �
�� For i� � to a do
�� pi � pa mod i � �
�� If pi � n then

� n� pi
�� b� i
�� Return �n� b�

The step � takes at most �lg a�� running time so the algorithm�s running
time is

a�lg a���

The drawback is the large amount of memory which the algorithm requires�
the array pi has a� � entries� so the memory requirement is

a lgP �a� �O��� � O�a lg a��

We can use the inequality bi � ���i��� to overcome this potential prob	
lem� Thus� the algorithm can be modi�ed so that it uses less memory but
the running time increases� Since access to the elements of a large array does
not have to be very a fast operation �e�g� because of paging� the modi�ed
algorithm which uses less memory could be in practice even faster than the
algorithm above� The modi�ed algorithm with a parameter k � f�� 
� � � � � ag
represents� actually� the whole spectrum of algorithms between the algo	
rithms Pf and Ps� k � � gives the algorithm Pf and k � a gives Ps�

Algorithm� Pm�a� k�

Input� a� k k � f�� 
� � � � � ag parameter
Output� P �a�� b P �a� � P �a� b�

�� p� � �

� n� �
�� b� �
�� For i� � to ba�kc do
�� pi � pa mod i � �
�� If pi � n then
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� n� pi
�� b� i
�� For i� ba�kc� � to a do
��� p� �
��� j � a mod i
�
� While j � ba�kc do
��� p� p� �
��� j � a mod j
��� p� p� pj
��� If p � n then
�� n� p
��� b� j
���Return �n� b�

The running time of the algorithm is

a

k
�lg a��� �z �

loop �$�

�
�
a� a

k

��
�k � 
��lg a��� �z �
loop �
$��

� �lg a��� �z �
step ��

�
� �z �

loop �$��

�o�a�lg a��� �

�
k � 
 �




k

�
a�lg a�� � o�a�lg a����

Notice that the running time for k � � and k � 
 is the same� This means
that the choice k � 
 is better even when we are primarily interested in
achieving a good running time and not concerned about memory� The mem	
ory requirement for the algorithm Pm is

a

k
lg P �a� �O����

According to Theorem 
� this gives the memory usage of

a

�k
lg a�O����
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� Numerical Results

Table � contains the longest cases for Pierce Expansions� i�e� for all values n �
�� 
� � � � � �� the values of a

a � minfa � P �a� � ng�

and of b
b � minfb � P �a� b� � ng�

are given� P �a� is calculated for all values of a up to �������� Table 
 gives
the shortest cases for Pierce expansions� i�e� for all n � f�� 
� � � � � ��g and for
a � f�� 
� � � � � �������g the column a is de�ned to be

a � maxfa � P �a� � ng�

and b is
b � minfb � P �a� b� � ng�

This tables changes with each new calculation of P �a�� After calculating
P �a� for a � �������� we can expect that only the entries P �a� � �� in the
table will remain the same�

Figure 
 gives a graph showing a grey area which includes the graph of
function P � The lower and upper bounds obtained are also presented� We
can note that the lower bound doesn�t seem so bad while the upper bound
is really loose� The dotted lines present some speculations about bounds�
the lower one has the formula 
 log a� log log a and the upper one has the
formula ��
� � �log a���
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Table �� The Longest Cases for Pierce Expansions
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� The Shortest Cases for Pierce Expansions



� NUMERICAL RESULTS 
�

Longest Cases
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� The upper and lower bound
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