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Abstract

This thesis presents a method one can use to obey a certain class of constraints
between spline curves in a keyframe inbetweening environment. The general problem is
ensuring that constraints, which are true for keyframes, will also be true for the computer-

generated inbetween frames.

Various types of constraints are outlined. A set of conditions on the interpolation
method are outlined such that linear mapping constraints can be obeyed. Mention is also
made of various constraints that are not expressible as linear mappings, to point to

directions of future research.
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1. Problem Introduction

This thesis was born as an attempt to solve the “Mickey’s Nose problem” (or “MN
problem” for short). Mickey refers to the well known Walt Disney mouse character.
Mickey Mouse was created by Walt Disney studios in the environment of two-dimensional

celluloid (abbreviated as “cel””) keyframe animation.

Cel-keyframe animation consists of a pipeline (Figure 1.1) going from the story in the
designer’s mind to the finished product of a complete film. The MN problem is associated
with the inbetweening stage of this pipeline. The problem arose from an attempt on our

part to inbetween spline curves by simply inbetweening their control vertices.
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Figure 1.1 The cel animation pipeline (from [Hardtke87])
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The MN problem can be stated as the following: “Given keyframes in which
Mickey's snout (a spline curve) is always attached to his nose (another spline curve), how

can we ensure that the inbetween frames also obey this constraint?”’.

Walt Disney Studios does not have a problem with Mickey's nose, or any of the other
hundreds of constraints one needs to obey to give a sense of realism to any animation
scene. They have, however, very highly skilled animators to do the construction of the
keyframes and the inbetweens. The MN problem occurs when we try to replace these
skilled inbetweeners with a computer that works with key curves represented by splines.
Each keyframe will contain a number of objects, and each keyframe object is represented

by a number of key curves. Chapter 2 defines and discusses splines.

In addition to cel-keyframe animation, this thesis work is also useful for the
application area of swept surface creation. A swept surface involves taking a curve and
moving it along a path. The result is a surface, in three-dimensional space, swept out by
the curve. A swept surface can also be created by taking as keyframes various cross-
sectional curves along the surface and inbetweening the keyframes to fill in the missing
parts of the surface. Thus, two application areas for this thesis are cel-keyframe animation
and swept surface modelling. Chapter 3 will briefly outline these two applications and give

some examples of how keyframe inbetweening works.

The following is the general form of the problem that we consider here: “Starting
with keyframes in which one spline curve always obeys a certain constraint with respect to
a second spline curve, and assuming that inbetweening these curves is done by
inbetweening their respective control vertices, are there any conditions that would ensure

that the inbetween frames also obey the constraint?”’. From now on in this thesis, when
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reference is made to the MN problem, it is this form of the problem that is intended. In
summary, the MN problem derives from computerized keyframe inbetweening, where the
keyframes are stored and manipulated as splines and the inbetweening process is defined in

terms of key positions of control vertices.

Chapter 4 gives some examples of various constraints one might like to maintain.

Chapter 5 gives conditions that ensure that some of these constraints are maintained.

The MN problem was encountered at the University of Waterloo Computer Graphics
Laboratory when an attempt was made to utilize a spline curve editor to produce simple
animated sequences. Key curves that were adjacent flew apart in the inbetween frames.
About four years passed before work started on this thesis to determine why curves did not

maintain their key associations under control-vertex inbetweening.

Studying the MN problem involved first running computer simulations to
demonstrate and analyze the problem. These simulations were run, but the MN problem
did not occur for the point and tangency constraints used by the simulations. Keyframes
consisted of two curves that observed point and tangency constraints, and the computer-
generated inbetween frames observed the same constraints exactly (Figure 1.2). Other
simulations were run to try to duplicate the results of four years ago, and it was
demonstrated that the MN problem did definitely exist (Figure 1.3). The only difference in
the two situations was the way the keyframes were constructed; thus it was discovered how
the MN problem can be solved for this set of constraints. Chapter 5 outlines this solution;
the solution basically is a proof that if certain conditions are met for the keyframes, the

interpolation method, and the constraints, then the generated inbetween frames will observe
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the same constraints that hold in the keyframes. These conditions do not turn out to be

overly restrictive.

Chapter 6 revisits the constraints mentioned in Chapter 4 and outlines if and how

these constraints can be maintained as a result of the solution we found to the MN problem.

Lastly, Chapter 7 discusses some areas for future work.
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Fi 1.2 Demonstration of Constraints being obeyed.
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Figure 1.3 Demonstration of Constraints not being obeyed.




2. Introduction to Splines
2.1. Piecewise Polynomials

The concept of splines forms the foundation for this thesis. One definition of a spline
is to call it a piecewise polynomial, where a polynomial f( x) of degree d is a function that

can be expressed in the form:

d
@) f(o=Xax.
i=0

If a i” 0, we say that f(x) is of exact degree d . If each segment (that is, each
piece) of a spline is of degree d then the spline is said to be of degree d. Another term one
may encounter in the spline literature is order, which is simply the degree plus one (so

f(x) hasorder d+ 1).

A piecewise polynomial is a composite of several polynomials defined over a

succession of adjoining intervals. For example, the following is a piecewise polynomial:

0 if x<0
(22a) g(x)=qx if 0<x<l1
1 if x>1

The piecewise polynomial g(x) is made up of pieces of three polynomials, where
two of the polynomials are defined over infinite intervals and are of exact degree 0, and one
polynomial is of exact degree 1 and defined over the finite interval x € [0,1]. We can

regard g(x) as being a piecewise polynomial of degree 1.

The spline g(x) in (2.2a) is a continuous curve. In general, this continuity is not

necessary; hence, the following could also be thought of as a piecewise polynomial:

8
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-1 if x<0
2.2b) g(x)=<¢x f 0<x<1,
2 if x>1

From our definition of a spline, both g(x) (2.2) and f(x) (2.1) could be referred
to as splines: f( x) is a piecewise polynomial composed of only one piece, while

g(x) is a piecewise polynomial of three pieces.

When we consider collections of piecewise polynomials, we require that they be
standardized in terms of their intervals, degree, and their continuity between adjacent
intervals. Hence, the definition of a spline given by [Thomas86] is “A spline is a piecewise

curve with a specified continuity constraint at the knots between the pieces (or spans).”

The term curve is used in Thomas' definition since a spline need not be a function
with respect to x or y. Splines may be defined in parametric form (see Section 2.4). The

splines that we will be dealing with are piecewise parametric polynomials. An example of a

spline in parametric form is:
’if 0<t<1-(x(t)=t
ST\ =1
, x(0)=1
23) (x,y)=Aif 1<IS2:(y(t)=2—t
. x(t)=3-1
\1f 2<t$3.(y(t)=0

(Figure 2.1 shows this curve).
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0 X 1

Thomas' definition introduces fwo terms used throughout the spline literature: knots
and continuity. A joint , which contains one or more knots, refers to the parametric value
where one polynomial piece joins the next piece. Thomas refers to the individual pieces as
spans, whereas we will use the term segment. Two adjacent segments are said to be C k
continuous if they agree in their 0 th through kth derivatives at the joint between the
segments. C - continuity denotes no agreement at all. Knots are a mechanism for
counting discontinuity. Two splines of degree d will meet with C d-r continuity at a joint

if the joint contains r knots. These conventions are discussed more fully in [Bartels87].
2.2. Motivation

We will use splines for both representing the curves in the keyframes and for the
interpolation path used to do the inbetweening. Animators have used splines to define
animation trajectories for a number of years (see [Kochanek82]). One advantage of using a

spline interpolation path is in the type of controls available to create the interpolation path.

Figure 2.1 An example of a parametric spline (defined by equation 2.3).
e —  — —  _ __ —  —————— o 1}
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The controls provided might depend upon the application. For example, in the realm of
keyframe animation, it is discussed in [Kochanek84] how interpolating cubic splines with
local control of tension, continuity, and bias is useful for the animator. It is also mentioned
in [Kochanek84] how cubic spline interpolation (compared to linear interpolation) can give

smoother animation sequences.

One other advantage of spline interpolation over some other computer animation
inbetweening methods such as p-curves and skeletons ({Kochanek82] and [Burtnyk76)) is
that information is only needed about the positions of the keyframe points being
interpolated to generate the interpolation path. This advantage will be further explained in

Section 2.3.

As well as treating the interpolation path as a spline, we also wish to have our
keyframes composed of splines. This desire imposes the restriction that each keyframe
instance of a curve must have the same, fixed number of segments. This is evident from
the fact that we need a correspondence between the entities that we are interpolating. That
is, we need to know precisely what segment in one keyframe is being mapped to which
segment in the next keyframe. The simplest mapping is a one-to-one mapping at the
segment level, and this implies that the two keyframes being interpolated need precisely the
same number of segments. Actually, we are interpolating the segments by interpolating
their control vertices; a segment of degree d can be represented as a collection of d + 1
control vertices and a basis (see Section 2.5 for an explanation of these terms). Thus, we
require that each keyframe have the same number of control vertices. Relaxing this
mapping (allowing keyframes composed of a different number of control vertices to be

inbetweened) is outside the scope of this work.
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2.3. Spline Interpolation

Consider Figures 2.2 and 2.3 which show a point P at four key positions. We are
concerned with the problem of interpolating between key i and key (i + 1); that is, we

need to find a path (a function P(r )) to take us from Pi to Pi RE The problem of

1
finding a specific path can also be viewed as a problem of specifying enough conditions so
that all degrees of freedom of the path function are taken up. A polynomial of degree d has
(d + 1) degrees of freedom. A spline of n segments, where each segment is a polynomial
of degree d thus has n(d + 1) degrees of freedom. Some of these degrees of freedom

will usually be taken up by continuity conditions at the knots.
T e —————————————— e~

P(r)

Figure 2.2 Linear interpolation (point Pi belongs to key i )

The linear interpolating function is the following:
P(t)= tPl. +(1~1) Pi+1.

Ast goes from 0 to 1, the function traverses the linear path from Pi to Pl. N By

1
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specifying the two points to be interpolated ( Pi and Pi + ), one has used up the two

degrees of freedom present in linear polynomials.

Figure 2.3 Hermite interpolation

By increasing the degree of the interpolating function, one gets more degrees of
freedom, and thus greater control over the function. Cubic Hermite interpolation
[Kochanek84] is an example of this (Figure 2.3). As cubics have four degrees of freedom,
using four positions of P in specifying the interpolation path from Pi and Pi + will use
up all the degrees of freedom.. The interpolating function (also called a Catmull-Rom
spline) is the following:

P()= Pi hl(t)+ Pl.+1 h2(t)+ Di h3(t)+ Dl.+1 h4(t)

=1 _ '
where D, =5 (Fin~Fia)
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t e [0,1], and

h()=2%-3%+1

h2(t)=—2t3+ 3t2
@4 hy(t) = £-2%4+1t

h@)=FP - F#

The functions h]. (¢ ) are called the Hermite interpolation basis. Using the Hermite

interpolation basis leads to the following properties:

P(0)= Pi

P)y= P, ,
(2.5) P'(O)= Di

P'l)= D; 4

This discussion has concentrated on the path fromkey i tokey (i + 1); this path
can be thought of as a single segment of a spline, where the entire spline goes from key 0
to key m (we have (m + 1) keys). Figure 2.2, for example, shows a three segment linear
interpolating spline which has six degrees of freedom. Maintaining value continuity ( C 0)
at Pi and Pi +1 provides two conditions, and the four key positions of point P provide
four more conditions to satisfy all six degrees of freedom (and give us a unique linear
interpolating spline curve). An issue arises with end-point interpolation involving splines
of order higher than linear. For example, in Figure 2.3 we used four keys ((i — 1) to
(i+2) )‘to interpolate between two keys ( i to (i + 1)); if one wished to use the same
method to interpolate between keys O and 1, one would require a key indexed by (—1).

One accommodation we can make is to have extra (perhaps invisible) frames at the end-
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points, frames which would not be interpolated but result in giving us more control over
the trajectory. Another is to impose extra conditions (pertaining to velocity or acceleration,

for example) at the beginning and ending of a trajectory.

Providing control for the interpolating spline is very important in order to achieve the
desired results. Control can be increased by increasing the number of degrees of freedom
in excess of the degrees of freedom needed to interpolate the given keys. The preceding
discussion showed (by using examples of linear and cubic interpolation) how increasing
the degree of the interpolating spline increases the number of degrees of freedom. Another
way to increase the number of degrees of freedom (and thus the control) in the interpolating
spline is to increase the number of segments. That is, instead of having a single segment
joining Pi to Pi + (as shown previously), one can use two or more segments. Having a

multi-segment spline between Pi and Pi N will permit introducing extra keys between

1

Pi and Pi g © satisfy the extra degrees of freedom,; these extra keys increase our control

over the path of motion.
2.4. Parametric Curves and Surfaces

Recall that our splines are piecewise parametric polynomials. A polynomial in 2-
dimensional (x, y) space, where y is a function of x, can be represented in non-parametric
formas: {x=x, y=f(x) xe [abl}. Theparametric form of the curve
involves expressing both x and y as functions of some parameter ¢t. For example, the line
segment { y = x; y, x € [ a bl} can be represented in parametric form as
{x=1 y=11elabl}. Thecirle {x2+ y2= r2} can conveniently be placed in

the following parametric (or polar) form: {x = rcos(1), y = rsin(1); z € [0,27]}.
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One can move up to curves in 3-dimensional space by having three independent

functions:
x A ©)
(2.6) sm:[y}: )
z i

If each of the three functions in (2.6) is a piecewise polynomial, and if we assume that the
joints occur at the same parameter values for each of the functions, then we call S () a
spline curve. If we divide up the spline curve into its pieces, we get a collection of

segments § i( 1). Let us use the following notation for this:
(S, telit)
Sl( 1), te [tl, t2)

2.7)  S§(1) =1 S0, tele, . )

\Sn_l( 1), te [tn_l, 1)
The following section will further explain how to represent these segments. It is important

to remember that each segment S i( t) is in parametric form.

A parametric surface occurs when we use two parameters for our curves instead of

one. That is, we make x, y, and z functions of two parameters (equation 2.7).

X fx(u, 1)
S (u, t)=[ y J= Py
‘ A

2.5. Basis Representation

A set of functions {Bj‘( 1;0<j<d } is defined to be a basis for the

polynomials of degree d if and only if:
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i) the functions are linearly independent, and
ii) the functions span the set of polynomials of degree d. This concept of spanning means
that any polynomial of degree d can be expressed as a linear combination of the Bj( 1)

(equation 2.8).

d
28 f(=2 aB.(1)
i=0 J ]

Let P d be the set of all polynomials of degree d (d 2 0). Pd (over the field of real
numbers) forms a vector space of dimension (d + 1). The dimension is the number of
linearly independent vectors needed to span the vector space, and consequently, it is equal
to the number of degrees of freedom of each element within the vector space as well as the
order of the elements within Pd. Further details can be found in {Bartels87] and in

algebra texts such as [Strang80] and [Coleman73].

As an example of a basis, equation (2.1) illustrated the use of the power basis to
represent any member of P d. The power basis is defined by the set of functions:
2.9) {Bj(t) = 0<j< d}.

Let us focus our attention to the i th segment of a spline curve. In 3-dimensional
parametric form, let the three functions {( x, (0, y, (0, z( t)); t, <1< ti+1}
represent this segment. Also, let each of these functions belong to Pd on the interval

[ti,t i+1]‘ The following form represents any parametric spline segment on the interval

[ti’ti+l]:
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d,
4
x,@)= 2V B, ()
j=0
di
@10) Yi(D=2V] B, (D
=0

’

d.
1
V4
z,(t)= Zovi ;B ;0
j:

. Yy . .
The coefficients {le J Vi 7 Vl.z i } are called the control points or control vertices of

the spline, with respect to the basis Bi j( t). For a particular i th segment, each of the

three functions in (2.10) uses the same degree di and the same basis.

There are many different sets of bases Bi j( t) that one can use. Two examples

shown thus far are the power basis (2.8),'and the cubic Hermite basis (2.4). One can
represent splines such as Bézier (2.11a) and B-spline (2.11b) by using (2.10) with the
proper choice of a basis. Depending on which basis one chooses, certain geometric

associations might hold between the control points and the actual curve (examples of some

properties were shown in equation (2.5)).

The Bézier basis of degree d on the interval [z it i+1) (where 1, <1, +1) is:

d\ _Jj . d-j B t—ti
(2.11a) Bi’j(t)=(j)t (-+) , wherer =7—27.

i+1 i
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The uniform cubic B-spline basis on [t ot i+1) is:
_ 2 _3
B. (t)=—1(1—3t +37 -1 )
i,0 6
146724377
Bi,l(t)— 6(4—6: + 31 )
2.11b - _2 _3
( ) Bi 2(t)=—é—(1+3t +3t -3 )

Bl.’3(t)=

where 7 is as was given in (2.11a). This basis is suitable for use if 1, = i and provides

automatic C> continuity at each joint [Bartels87].

Some bases are conveniently used in a multiple segment format. The idea is to

combine the basis functions (such as (2.11b)) to be a single piecewise polynomial (that is,

a basis spline). The uniform cubic B-spline basis can be written as a piecewise polynomial

over the entire (—oo,+ o) range as follows:
(1 3
3 t

2.12) B, = 4
( )‘(t) %(4-6t_2+3t_3)

%(1—3 t +3 t-2—t_3)
L0

<
ti+3_ t< Ii+4’

otherwise

i+ (
B t—t
< =
LyppSt<i gt (t, — 1.

Notice that each B ; (¢ ) is a spline and at any # value at most four basis functions

B ; (t ) will be non-zero. The four non-zero basis functions will be identical to the

polynomials in (2.11b).
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2.6. Basis Matrix Representation

Letting § i( t) bethe i th segment of a degree d spline, it is sometimes convenient to
rewrite (2.10) in the following matrix form:
Si @)= Bi Vi ,

where S.(t)=[x,;(t) y,¢) z,@)],
Y z

F Vf,o Vie Vi
V:'t,l V;'y,l Viz,l
V. = : : : :
V;t,d-—l Viy,d—l Viz,d—l
i V;,d Viy,d Viz,d ]

and B, =[Bl.,0(t) B, (..B, , (D) Bi,d(t)]‘

A more convenient matrix representation can be found by observing that each

B.

i,

j( t) is a member of Pd; thus, we can rewrite B, j( 1) using the power basis:
d 2

2.13) B, (D= X b,

i,j Pyl

k
ok .

One of the parametric functions in (2.10) can then be rewritten as:

d d
@.14) x,(0)= vaj Y b, ., 1"
k=0

’ -’k
j=0 !

What we have done here is to convert one basis, being Bi j( 1) in (2.10), to another
basis, the power basis in (2.14)). Once in the power representation, we can convert the

form of (2.14) to following matrix representation:
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(2.15) Si(t)= TEiVi

where T=[2 4 ... %7 +9], and

bioo biio biio biao ]

bior  biia il b; a1
2.16) B, = b ik

biog-1 Y14 b; i a1 bi ¢ 41

b 0. Yiia b, i biaa |

21

Many of the current graphic workstations (the Silicon Graphic Iris for example) have
built-in support for this basis matrix format. The most convenient such representations are
those for which the matrix B ; can be standardized so that one version of B ; works for all
intervals (ie. EO = B_1 = ...= B,). Bézer and uniform B-spline curves can be handled in

this way.
2.7. Multiple Segment Representation

A multiple segment spline such as given by (2.12) can be expressed with the

following summation:

2.17) S() = EVl.Bi(t),
1 =0

where ¢t € [ ty t,) is the range in which the spline is defined. The control vertices are

denoted as Vi , and we have a total of n + 1 control vertices.

For example, suppose we have a cubic spline. As cubics have 4 degrees of freedom,
we need four basis functions to represent any cubic. Thus, except for the joints, we

require that exactly four Bi (#) functions will be non-zero at any ¢; these four functions
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form the basis for a cubic segment. A joint is at any particular ¢ where one (or more)
B, (1) functions becomes zero, and is replaced by a (or some) new B, (#) that becomes

non-zero; that is, a joint is a place where one segment stops and a new segment begins.

An example of B ; (1) for the uniform cubic B-spline (2.12) is shown in Figure 2.4.
For any ¢ at most four B, () are non-zero. Note that to form a basis for cubic
polynomials one needs precisely four basis functions. Hence, a range [3,6] is shown in
Figure 2.4; this range specifies where one has enough basis functions to have each segment
of the spline able to span all cubic polynomials. The range [3,6] is called the domain of the
spline and, for a spline S (¢), will generally be denoted as [a s N/ s ] throughout this

thesis.

1 Bt) B (r) B,(t) B,(t) B,(t) B ()

o 1 2 3 4 5 6 7 8
I !
- — — — ]

Domain

Figure 2.4 The uniform cubic B-sEIine basis.

Using the basis functions of Figure 2.4, one can define a three segment cubic spline

by the following equation:

5 .
S(r) = ZViBi(t),where te[36].
i=0
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By changing the values of Vi (the control vertices), one can have each segment of the
spline represent any cubic polynomial defined over a unit interval. The spline has six
degrees of freedom, with each control vertex representing one degree of freedom. An
arbitrary three segment cubic piecewise polynomial has twelve degrees of freedom. With
cubic B-splines, however, as one has positional, first derivative, and second derivative
continuity at the joints, each joint uses up three degrees of freedom. Hence, as a three
segment uniform B-spline has two joints in the range (3,6) (one at 4 and one at 5),
continuity constraints use up six degrees of freedom. Thus six degrees of freedom are left,

and these are satisfied by the control vertices.



3. Applications
3.1. The Common Element

Two application areas for which the results of this thesis are useful are cel-keyframe
animation and swept surfaces. With respect to this thesis, both of these applications can be
viewed in a similar manner. The common view is that one starts out with a set of keys and

uses an interpolation method to calculate inbetweens.

One can use a variety of spline interpolation methods to compute the inbetweens. All
the computer simulation done for this thesis used cubic Hermite interpolation (described in

[Kochanek82] and [Kochanek84]).
3.2. Two-Dimensional Cel-Keyframe Animation
3.2.1. Why Use Cel Animation?

A frame is a single motionless picture (drawing). An animation (moving picture) is
made by showing many frames in sequence. For film animation, 24 frames per second are
required, while for video animation 30 frames per second are used. This means that for a
one minute film animation 1440 frames are needed. To reduce some of the work needed,
frames are usually shot in “twos” or “threes”, where twos means that each picture is shot

twice; shooting in twos thus requires 720 frames for a one minute film animation.

Keyframe animation divides the frames into two types: keyframes and inbetween
frames. The keyframes would typically be drawn by more senior animators, while the

tedious task of creating the inbetween frames would be done by the inbetweeners (or

24
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assistant animators). So, for example, our one minute animation could have 100
keyframes and 620 inbetween frames. The work of this thesis is intended to aid in the task

of inbetweening by computer automation.
3.2.2. Cel Animation

Typically the drawings that the animators do in keyframe animation are done on
celluloids (abbreviated as “cels”, which are semi-transparent acetate sheets), hence the
application is called cel keyframe animation. Keyframe animation does not have to be done
on cels, and the work of this thesis never uses any aspects of cel animation. As long as the
keyframe animation medium can be stored and manipulated in the computer as splines, the
work of this thesis should be applicable. We mention cel animation here for two reasons:
the world of Mickey Mouse (from which this thesis was born) is cel animation, and cel

animation offers a concrete example of an animation method.

Briefly, cel animation is an animation technique that was developed in the early part
of this century. It involves a background drawn on paper (this is the static part of the
scene), and the objects that are moving are drawn on cels. The various cels are placed over
the background and photographed for each individual frame. Cel animation is a technique
used to reduce the amount of work needed in drawing the frames by reusing the parts of the
frames; it avoids drawing parts of the scene that do not move. Furthermore, cel animation
is also a way to break down the animation task into smaller, more manageable units. For
example, if three characters are present in a scene, then the animation team can be broken
up into three groups, each group concentrating on one of the characters (each character

drawn on a separate cel). Parts of a single character may be broken down into further cels.
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data for a surface of a forearm. The data consists of cross-section x-rays at four places
along the forearm; thus this dataset becomes our four keys. By use of a keyframe
sweeping operation the missing inbetween frames can be approximately generated. Thus,
this process can lead to an approximate recreation of the forearm. Because we are
interpolating, only an approximation of the forearm contained between any two keys can be
recreated. The recreated forearm is only a calculated guess of what the real forearm might
have looked like; the result is very much dependent on the type of interpolation done, as

well as the number of keys and their positions.

Keyframes do not need to be planar, but having planar keys does simplify the
understanding of the sweeping process. Planar keys allow us to think of sweeping as an
operation that takes a cross-section and moves it along a path; this operation traces out the
surface. Keyframe sweeping also changes the cross-section as it moves along the path,

hence enabling each key cross-section to be passed through.
3.3.3. Swept Surface Rendering

Once again, consider the forearm example and how one might render the modelled
surface. We started with four keys. Interpolation is used to create trajectories which define
the surface. Rendering the surface can, at best, give us an approximation to the model; a
video display has a fixed number of equally sized pixels, and, hence, only displays
approximations to most objects. To render the surface we first create some inbetween
frames by interpolation. This creates, say, 100 frames. We are left with the problem of
making these 100 frames into a complete surface. Each curve in a frame can be
approximated by a series of line segments (splines are usually rendered by this line segment

approximation technique). Corresponding line segments in adjacent frames can also be



3 Applications 26

Thus an arm, which is in motion during a scene, may be on one cel while a leg, which is

static during part of the scene, may be on another cel.
3.3. Swept Surface Creation
3.3.1. Surface Modelling

Our goal might be to design a surface; this task is referred to as creating a model of a
surface. [Coquillart87] mentions three types of tools that a surface modeler may use:
constructors, modifiers, and combiners. Briefly, modifiers change an existing surface (for
example, by moving control points), combiners are a set of boolean operators to build a
new surface from a set of previously created surfaces , and constructors are low-level
utilities used to build a set of primitive objects. These primitive objects are then
“combined” and “modified” to create the resulting surface. The creation of a swept surface
can be thought of as belonging to the constructor class of surface creation. The use of

keyframes is one technique that can be used to create a swept surface.
3.3.2. Keyframe Sweeping

Let us compare swept surface creation to 2-D cel-keyframe animation. The primary
difference is swept surfaces display all their “frames” at one time while animations display
one frame at a time. In essence, swept surfaces have taken away the dimension of time and
replaced it with the dimension of space. One can think of an animation as a sampling

technique to see cross-sections of the swept surface.

If each keyframe is a planar drawing (all objects in a frame lie in one plane) then these
keyframes can be thought of as cross-sections of a surface. The inbetween frames then

become an approximation to the surface between the keys. For example, suppose one has
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joined by lines. This technique produces a polygonal mesh to be rendered. Such a mesh
can be made visually pleasing by using a smooth-shaded rendering. Examples of surfaces

rendered using this technique appear in [Bartels89].



4. Constraints

A constraint consists of a property (or association) that exists between two curves. If
a constraint is known to hold in all keyframes, we wish to have the constraint also met in

each computer-generated inbetween frame.

In animation a constraint might be used as a mechanism to obey physical laws. For
example, the “Mickey's nose problem” is concerned with keeping a nose connected to a
head. Another physical law is that two solid objects cannot pass through each other (a

person walking should always be at or above the floor).

In the realm of swept surfaces, a constraint can be thought of as a way to enforce

rules as to how a cross section of the surface should be constructed.

To follow are some examples of constraints that one might like to maintain. Chapter
6 will explain which of these constraints can and cannot be maintained as a result of the

technique presented in Chapter 5.

4.1. Notation

IA

Let{R(lT),S(v_),T(W): aRSLTSb a v<b.a SWSbT}bethe

RS §'°T
splines between which we wish to maintain a constraint (or constraints). The splines
R(ir), S(v),and T(w) could all refer to the same spline curve. That is, one may wish

to have a constraint between one point on a spline and another point on the same spline: for

example, continuity conditions at the knots, or a closed spline where R(a R) = R(®b R ).

29
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Sometimes we will phrase the constraint using a segment-wise notation. To do this
we will let {ri(u): 0< u<1) bethe ith segment of R(ix), let {sj(v): 0<v<1}be
the j th segment of S(v'), and let {tk(w): 0< w <1} bethe k" segment of T (w).
Also, % will denote a particular u value (in the range [0, 1] ), and similarly v and w

will denote particular v and w values respectively.

At other times it will be more convenient not to mention a particular segment. Here
the spline notation R(iz), S(v),and T (w) willbe used, and & , v ,and w will be

particular values on the ranges [a R,b R] , la S’b s ], and [a T’b T] , Tespectively.
4.2. Point Equality

The point equality constraint can be stated as follows:
@n r(a) =sj(0).
Note that i, j, i,and v are all fixed and independent of the keyframe we are in. That is,
if we are interpolating between two keyframes and we wish to maintain a point equality
constraint, then we fix the four variables (i, j, i ,and Y ) and demand that equation (4.1)

be satisfied by all keyframes used by the interpolation process.

Equation (4.1) can be generalized to incorporate scale and translation by constants as

follows:

42 (W) =0o sj.(@) + 7, where ¢ and 7 are any constants.
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S () R (u)

y

o R(ﬁl) =S5 ({’\1)

® R(u)=5(,)

Figure 4.1. Demonstration of Point Equality (equation (4.1)) applied twice.

4.3. Tangent (Derivative) Proportionality

Derivative equality at a point is a natural extension of (4.1). The general form of this

. th e
constraint for the A derivative is:

4.3) rgl)( Ll;) =0 sg.}')( 3) + 7, where ¢ and 7 are any constants.
4.4. Rotation Generalization

Equations (4.2) and (4.3) incorporate scales and translations. This can be further
generalized by using a matrix notation, where a transformation matrix M (a 3x3 matrix)
can incorporate a rotation about an arbitrary point and axis of rotation (see [Foley83]). The
following equation shows this more generalized form of (4.2):
4.4)

[rf( i), rf(ﬁ), rf( ﬁ)] =[0’x s‘; (v), 0@ s? (v), st;({))]M

y
o+ L7777
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4.5. Multiple Constraints

The number of constraints that can hold on a spline in a keyframe is only limited by
the number of degrees of freedom of the spline. For example, a cubic polynomial can be
specified by four linearly independent conditions; thus, one can only expect such a
polynomial to obey at most four simultaneous constraints. Recall that one can increase the
number of degrees of freedom by either increasing the degree of the polynomial, or by

increasing the number of segments of the spline.

The original “Mickey's nose problem” is one example of a multiple constraint

problem. Here, we wish the following two constraints to be met simultaneously:
@5 r(w)= sj(\“z)

A0(i) =5 ()
i J
where % and v are constants that fix the nose position on the head. The splines R(ir)

and S(v) represent the nose and head respectively.

G
/

Figure 4.2. Demonstration of Mickey's nose obeying the two constraints of (4.5) where it

joins onto his head.
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Equation (4.5) shows multiple constraints between two curves. We can also have
multiple constraints between three or more curves. A fillet is a good example of two
constraints between three curves. The following simultaneous equations show how a fillet
could be defined:

R(4) =T ;)
R(l)( IQ) =T (1)(aT )
(4.6) A
sG) =T@®,)
1

In this case, entire splines (R,S, and T) are used rather than focusing on particular
segments ( T sj ,and ¢t P ). This notation is used to show that 7, the joining spline, can
consist of more than one segment. One end-point of T touches R tangentially while the

other end-point of T touches S tangentially.
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R@) T W) §6)

Figure 4.3. Tlustration of (4.6); a fillet is shown (three splines).

4.6. Angular Associations

An angular association could be defined by the following equation:
4.7 e(ri“)(ﬁ), sj“)(G)) =0,
where the operator (@, b’) takes two vectors as parameters and returns the angle
between them; 6 is a constant. We will think of vectors as being position independent;
that is, a vector has only a direction and a length. One can construct a tangent vector for

x Yy z
spline R by a vector starting at the origin and ending at (r_( DU, r O (), rD (f) j
i 3 i
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Equation (4.7) could be rewritten using the dot product as:
AO(8) ¢ 5O()

4.8) arccos ,
I rE.l) (a)

Y
s; (v)

S ()

R(m)

Figure 4.4 Angle Constraint (equation 4.8). The angle between two splines at a point is
shown. The correct tangent magnitude is not shown. Also, it is not necessary for the two

splines to intersect.

4.7. Parameter-varying Constraints

So far all the constraints have been defined in terms of constants. These constants
have been the scale, translation, and rotational modelling transformations, and the constant

angle 0 in the previous section. One may wish to use a function instead of a constant.
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For instance, with angular maintenance one may wish to maintain an equation of the form:
4.9) 7(1)(3) . sj(l)({’\) = rl:(l)( i) .5_(1)({\’) cos(0(2)).

By using (4.9), we are asking for precise control over the angle between two curves for

any position in time for an animation (or along a swept surface). One possible use of such

an equation may be in modelling limb or joint movements.
4.8. Join Constraint Examples

In this section examples of point equality, tangent equality, angular maintenance, and
combinations thereof will be illustrated. All the angle conditions presented in the equations

in this section can be regarded as optional.

A T-junction (shown in Figure 4.5) has the end-point of one spline intersecting a
second spline. Also, one may wish to maintain a particular angle between the two curves.

The following system of equations expresses this:
4.10) R()=S5 ()

Q(R(D(ﬁ),s(l)(as ))= 0
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-Legend

@ T-junction point
—Spline §
— Spline R

Figure 4.5 T-junction (equation 4.10)

A variation (or generalization) of the T-junction is a simple intersection (Figure 4.6),
shown by:
(4.11) R(W=S(»)

o(r% sV %)) = 6

o/

- Legend

@ Intersection point

—Spline §
= Spline R

Figure 4.6 Intersection (equation 4.11)
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A T-junction can be created to wrap back in such a way that both end-points intersect
the same spline. This is called a two-point loop (see Figure 4.7). The following system of

equations define this algebraically:
R(W)=5 (ag)
R(u)=S (by)
o(RP )5 Pay))
o(RV )5 V)

(4.12)

9,
9,

rLegend

@ Joining points
——Spline R
= Spline §

Figure 4.7 Two-point loop (equation 4.12)

An extension of the two-point loop is a join; in a join the two end-points of the

joining spline meet two different splines (Figure 4.8). The following system of equations
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illustrates this:

R()= T (a;)

S(M=T (by)
Q(R(l)(ll}),T(D(aT )): 91

(1)(<)\)’7,(1)(I)T))= 92

(4.13)

6(s

i Legend

@ Joining points
— SplinesRand §
— Spline T

Fi gure 4.8 Generalized Join
P —————————————

A special kind of join is a fillet, which was shown in Section 4.5 (with Figure 4.3

and equation (4.6)).
4.9. Inclusion/Exclusion

All of the previous constraint examples involved an association (perhaps multiple
associations) between one point on a spline (indicated by, say, u )and one point on a
second spline (say v )- We extend now to an association between all points on one spline
and all points on a second spline. One such association is inclusion (Figure 4.9), where

one curve is entirely contained within a second curve. Although Figure 4.9 does not show
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it, both curves can change shape from one key to the next. Examples of inclusion are a ball

in a room, eyes on a face, and the modelling of an object inside a gas or liquid.

® O
O O

- Legend

O Included object
[J Boundary object

Figure 4.9 Inclusion.

The natural opposite of inclusion is exclusion (Figure 4.10) where one object is
always entirely outside a second object. Examples of exclusion include a foot always being
on or above the floor, two balls colliding, and the modelling of any two solid objects. As
Figure 4.10 shows, in going from Key 3 to 4, the major problem with exclusion is what to

do to avoid a collision when the paths of the two objects cross.
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Key 4

=]

—Legend
Objectl

© Objec2
O Boundary object

Figure 4.10 Exclusion (and inclusion)

4.10. Separation/Distance Maintenance

One can view separation/distance maintenance in one of two ways. Either one wishes
to have a particular point on one spline kept at a fixed distance from a particular point on a
second spline, or one wishes to have an entire spline kept at a fixed distance from a second
spline. We will only discuss the first case, and leave the second case as a matter for future

work (see infinite constraints in Chapter 7).

Let us define the following notation for the distance between two three-dimensional
points:
x x 2 Yy y 2 z 2z 2
@414) AP, 0)=+/(P - 0") +(P - @) +(P'-0") .

A distance maintenance constraint can be stated in the following way:

4.15) A(R(u),S (1’1\)) =6, where ¢ is any constant.
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As in Section 4.7, one may wish to increase the flexibility by using a ¢-varying

distance functon &( t)instead of a constant J:
4.16) A(R(D),S (v))=68(2).

~ Legend
Distance
maintenance points

—— Splines R and §

— - Distance

Figure 4.11 Point distance maintenance

4.11. Area/Volume Maintenance

Area maintenance is useful in modelling squash and stretch in animation. The idea of
squash and stretch can most easily be demonstrated by a bouncing ball (Figure 4.12);
squashing and stretching gives more life to the action. Only the most rigid of objects (such
as chairs, dishes) will remain completely rigid throughout an animation. Many objects

(anything living) will undergo a change in shape as they move [Thomas81].

In squashing and stretching an object, the animator has to be careful to not distort the

apparent size of the object; that is, he needs to try to keep the area nearly constant. For
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further generality , one may wish to have the area be a function over time rather than a

constant.

If we are animating solids (3D-animation), it is also beneficial to have control over the

volume occupied by the object throughout the animation sequence (‘“volume maintenance”).

2
%,

<o

----------------------- T rrrrrrrrrrr L T T T
xIr1rr 11T T T T T T T T T I 1T T TT71

Figure 4.12 Bouncing ball shown without and with squash and stretch.




5. Results

The primary result of this thesis is, for a particular class of interpolation, a certain

class of constraints will be maintained automatically throughout the interpolation process.
5.1. Development

We state our result in an evolutionary style. Conditions will evolve in the
development that enable us to reach our goal. We have keyframes composed of splines,
and some sort of associations (constraints) are true among the splines in any keyframe. We
also know that we compute the inbetween frames by the interpolation of a spline's control
vertices to produce a spline trajectory. Our goal is for the same associations to also hold

for the inbetween frames.

r
n
Let  (5.1a) R, (1)= 2 U, , B,(w
-
and  (5.1b) S (=2V, LC»
i=0

be two spline curves at the kth keyframe.

The symbols n”"& n® represent the number of control vertices, U, & and V', & (minus
1) for splines R and S respectively (recall that every keyframe has the same number of
control vertices). The interpolation process converts these control vertices into functions of
t. That is, one replaces the set of control vertices in (5.1a) and (5.1b) by functions U ; @)
and Vl.(ti) ( to <ttt m). How one constructs the functions U ; (t) and Vl.(t ) depends

on the interpolation method one is using.
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Assume that one can write
t

n
(52) U;0)= X P, D1
j=0
as the spline representing the trajectory of U i The symbol »* is used to denote the

number of control vertices (minus 1) in the trajectory U ; @).

Let t € {1t .» 1,,} correspond to the keyframes, and notice that m < n’,

0 tl’ ot JIp
as each addition of a new control vertex can add at most one segment. Then,

U, = U;@).

Thus, with the following equation one can capture the spline R at any value of the

parameter ¢

:
n
R(u1)= 2 U (DB
(5.38) e

n n
=Y > P
1
i=0j=0
Notice that Rk(u)= R(u,t k)’

i DJ.( 1B l.(u)

1]

S can be treated similarly:

R}
n
S, 1= Zvi( nC ,(v)
(5.3b) 'n )
=220,

=0
st
=0 =0

i Dj(t)C l.(v)

l
5.2. Association Conditions

We need to be able to discuss the associations in a general sense. Hence, we'll

restrict ourselves to the class of associations that are expressible as the following mapping
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equality:

F (expressionl) = G (expression 2).

An association that holds at the k‘h key would be written as
(54)  F(R(ut )= G(S(, 1)),
while an association that holds for all ¢ is

F(R(u 1)) = G(S(v, 1).

Also, we require that the maps F and G be linear (why we require this condition will

become evident later on in the proof). A map F is linear if,

F(R (u)+ F(R (u))=F(R (u)+ R (u),
and, forany «,

aF(R, (u))=F(a R, (u)),
These two statements are equivalent to:
55  Xa,F(Rwt )=FEa,R(ut1,)
for any set of o,. g
Examples of associations that are expressible as a linear mapping equality are

differentiation and evaluation at a point.

Our goal is to be able to say that:
if F(R(ut )= G(S(v,tk)) forall £k =0,1,...m ,
then F(R(ut)=G(Sw,1)).
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5.3. Proof Method Outline

From (5.3) we have
r ot

R ty=2 X P, .D (0B (4).
i=0j=0

We will try to obtain an equation of the form:
(5.62) R(ut)= a, (DR, 1),
u
and similarly:
(5.60) S0 =Xa,0)SM, 1),
u
for then, from (5.5) and (5.6a), we can say that:

F(R(ut) = FQ o (DR, 1))
u

(5.72) =2 ()F(Ru 1)),
u

and, from (5.5) and (5.6b), we have:
G(S.1)=Ga,(t)Sv,t )
u

(5.7b) =2, (1)G(SW,1,)).
u

Hence, if F(R(u,t k)) = G(S(, tk)) is true for all &, then (5.7a) and (5.7b) can
be combined to show that

F(R(ut))=G(S(v,1).

Conditions will be placed on the interpolation method to make it possible to obtain

(5.6).



5 Results 48

5.4. Interpolation Conditions

To carry out the method of Section 5.3 it is necessary that both R(u,t ) (in 5.6a) and
S(v, t) (in 5.6b) have the same « u( t) coefficient. We satisfy this constraint by
imposing the condition that both splines R and S use the same interpolatioﬁ method.
Elaboration of what is meant by “same interpolation method” is now given, and results in

the conformity of trajectory condition.

Equation (5.3) states that
rot

Rwn=2 2 P

D (1)B(u)
i=0j=0 7 !

i

and
M t

Spa)= 2 X0,

.D.(I)Cl.(v).
i=0j=0 7

3

The interpolation basis Dj( 1), the number of control vertices for the trajectory
( n' + 1), and the number of keys ( m + 1) should be common to both R(u t)and
S(v,t). It isrequired that the keyframes occur at the same ¢ values for both splines R and

S. We collectively call these conditions conformity of trajectories.

We wish to transform (5.3a) into (5.6a), and likewise (5.3b) into (5.6b). This will
be done by making a substitution for Pi j in (5.3a), and for Qi j in (5.3b). Recall

from (5.2) that
nt
U(t)= 2, P. .D.(p).
i o DI
J:
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Let us fix on a particular i th control vertex trajectory U i( t) and try to solve for its

control vertices {Pi,()’"" Pi nt}.

Pi ,0 Qi 0
Let P.= : ,and similarly Q. =
1 l
P t t
i,n i,n

Assume that a matrix E exists, such that Pi = F Ul. , and Qi =E Vi . The matrix
E is the same for all i, as well the same for both trajectories U i( t) and V i( t); thus, we

are assuming a unique matrix E exists. Let
€.0 = om

(5.8) E =

(4 PR 4
nt,O nt,m

Expanding Pi =E Ul. and Qi = EVi gives
m
(592) P, .= Y e; U (1),

and similarly,

(59b) Q; ;= Ze RN

’

Thus, we can word our assumption (requirement) to say that the interpolation process
is linearly dependent on the data. As was stated, we require that the matrix E be unique;
thus we will state this interpolation requirement as being unique and linearly dependent on
the data. “Linearly dependent on the data” means that the interpolation control verti;:cs can
be written as in (5.9a) and (5.9b). That is, for fixed i, the interpolation control vertices

P, . and Q . are linear combinations of the keyframe posmons of U and V

i,]
respectively. In other words, we are saying that P , the _] control vertex of the
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trajectory of the i th control vertex of spline R, is a linear combination of the keyframe

. . th
positions of the i control vertex of R.

One way of constructing a matrix E is to solve a system of linear equations
constructed from the interpolation basis Dj( t). In the vector Pi we have nf +1
unknowns. If we substitute n’ + 1 values for tinto (5.2), we will get n’ + 1 linear
equations. In particular, if we use the values Lyl oot We get the following matrix
form of this system of linear equations:

DO( tO) Dnt(to) Pi,o Ui(to)
(5.10) : : : : =| :
Dyt - D (1) Pi i U (1,)

1

Let this system be represented by the following notation:
DP.=U,.

i

The unknowns Pi are given uniquely by:
(5.11) P.=D"'U,,
assuming that the inverse matrix D_l exists. For this to occur we at least need nf = m.
Thus, this presents one way of constructing the matrix E; that is, the matrix D is non-
singular and E = p™ . If D is non-singular, we will say that the interpolation process is

non-singular.

In summary, the interpolation conditions are the following:
*(a) Conformity of trajectories is observed; this means that splines R and S use the same
interpolaﬁon basis Dj( 1), have the same number of keyframes, and the keyframes occur
at the same times. Conformity of trajectories also means that in equations (5.9a) and (5.9b)

the same coefficients ej a are used.
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and
+(b) The interpolation process is unique and linearly dependent on the data. This condition

implies that equations (5.9a) and (5.9b) exist.
5.5. Finale

Recall our method outline in (5.7). Using this as a guide, and using equations (5.9a)

and (5.9b) we can now finish the proof with the following reasoning:
rot

F(Ru 1) = F(Y X P,

“= jP (DB (w)

r t
n n m
FOO Y De. WU (1) D (0B, ()
i=0j=04=0 7"

r

m nt n
F(X Xe D (02 U(1)B ()
A=0j=0 °’ i=0

1K)

F(X a, ()2 U1)B ()

5 m
2 F(Y, a ()R, 1))
A=0 A A

[ F=
Ms

al( 1) F(R(u, t}L)))

P
Il

0

IS
Ms

al(t)G (S (v, tl)))

>
1l

0

Equality 1 is derived from (5.3). Equality 2 comes from (5.9a). Equality 4 makes

the substitution of variables of
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t
al(t) = E,oej ,;.Dj(')

Equality 5 is derived from (5.1a). Equality 6 is from (5.5). Equality 7 is from (5.4).

Similarly, the following reasoning can be applied to the second spline S: '

r {
G(Sm )2 G(Y Y 0, D (DC,0))

i=0j=0
r t
2 n n m
= G(i{:OEOEOej V4@ D (9C, )
3 m Ilt nr
SG(X Xe, DNV, ,)C,0)
A=0j=0 i=0

TEN

m nr
G(Y al(t)ZVl.(t JC,00)
A=0 i=0

G( 2 (DS, 1))

A=0
m
m

o

2

=0

(9GS (v, 1,))

>

RN

;0 &, () F(R(u, 1))

>

Therefore, we have shown that, with the appropriate conditions,

F(R(ut )= G(Sv,1)).
5.6. Summary

We have shown that if

» we are working with two splines R and S,
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» and the association we are dealing with is expressible as a mapping equality as:
F(R(u 1)) = G(S(v, 1)),

* and the mappings F and G are linear (5.4),
» and the interpolation process is representable as a spline and conformity of trajectories is
obeyed by splines R and S,
» and the interpolation process is unique and linearly dependent on the data,
eand F(R(u,t k)) = G(S, tk)) for each keyframe L, where (0< k < m),
* then

F(R(ut))=G(S(v,1) istrueforall te€[r, rb], where [r,, rb] is the domain for

the trajectory splines U (1) and V (1).
5.7. Interpolation Condition Usefulness

One could argue that the conditions imposed in the previous section are too rigid to be
of much use. This section will argue (by example) that the second interpolation condition
is not difficult to satisfy. Tﬁc first interpolation condition of conformity of trajectories is
not discussed here; it is not a condition on the type of interpolation, but instead a condition
that relates the interpolation method of one spline to the interpolation method of a second
(associated) spline. The second interpolation condition is that “the interpolation process is

unique and linearly dependent on the data”; this section will further discuss this condition.

A trivial example of an interpolation technique that obeys this interpolation condition
is simple linear interpolation. The linear interpolation function between 2 points @ and b is
the following:

U@)=(0AQ-1t)a+1b.
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As t goes from 0 to 1, the function U (¢ ) moves along the line joining a to b. The
following equations express U (t ) as a spline (with control vertices and basis functions):
1
U(t)= X, P,D,(2)
i=0
D 0( H=1-1¢
D(n)=1

PO= a

P1= b
PO and Pl. the control vertices of the trajectory U (¢ ), are linear combinations of
the two data points a and b (more precisely, they are the two data points). Hence, linear
interpolation is linearly dependent on the data. By placing ourselves in the following form
(similar to (5.11)) we show explicitly that the control vertices Pj are formed as a linear

combination of the data:

1
P = Y e, U
=0
e e
0,0 0.1 10
E= e e =[ 01 ]
1.0 €11
t0=0
=1
UW)=a
U()= b

Linear interpolation is unique since the matrix E is uniquely defined (that is, it is a constant
that remains the same no matter what data is being interpolated). Hence, linear

interpolation is an example of a process that is unique and linearly dependent on the data.
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The paper [Kochanek84] discusses the use of cubic interpolating splines with local
tension, continuity, and bias using the Hermite interpolation basis. This is another example
of an interpolation technique that satisfies our interpolation condition. Let us concentrate
on the k‘h segment of the interpolating spline. Let u k( t) define this segment. The
reason for digressing to a segment-wise view of the trajectory is two-fold. The Hermite
interpolation basis has already been defined for the parameter range [0, 1] ; this basis would
need to be transformed appropriately if the segment is not on this range. Secondly, each
segment has its own four control vertices; that is, no sharing of control vertices (as with B-
splines) is done. Thus, we concentrate on a single segment of the trajectory for simplicity.

~ The interpolating spline is defined as:
u (n=p, b1+ pk+1h2(t)+ DD, h3( ty+ DS, h (1)

k+1 4
where
1-n1- 0+ p) -+ - p
D, = 2 (P = PP+ 2 (Pri1— P
(1-71+ 0+ p) (1- D0- - p)
Dsk= 2 (pk—pk—1)+ 2 (pk+1_Pk)

p, are the keyframe data points being interpolated ( u k( 1) interpolates between the points
p k and p k+1 ),
te[0,1],
ke{l2,...m -1},
hi (t ) are the Hermite cubic interpolation basis functions (Chapter 2),
and {7, y, B} are tension, continuity, and bias control variables respectively. They give a

control mechanism to tune the interpolating spline to one's needs.
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The controls { 7, x, B} can be global, so thatevery p . has the same {7, x, B}, or local,

where each p, can have a different {Tk, 2 'Bk } , in which case one should use the

following equations:
- a- )0 —Zxk)(l * B oo
AL +2xk)(1 “ B oo

s, - a- 7,0 +2xk)(1 B o= b
AL —2xk)(1 - B, o)

From this definition it is obvious that the interpolating spline u k( t) is formed as a
linear combination of the data points {p -1 Pr Prir Pi +2} . To ensure that the
interpolation process is unique, we need to have the same linear combination coefficient
matrix E for all the control vertex trajectories, independent of which keyframe spline
control vertex we are interpolating. We can ensure this if all control vertices in any
keyframe have the same { T Xy ﬂk }; that is, {Tk, X ﬁk} is independent of which
control vertex trajectory we are computing. Hence, this interpolation technique can be

unique and linearly dependent on the data.

One must still be careful to satisfy the interpolation condition that both splines
involved in the association use the same interpolation process (conformity of trajectories).
In order to satisfy this condition one requires that both splines R and S use the same
interpolation basis ( hi (¢ ) in this case), and the same linear combination coefficients
(e. , in5.9). Recall that uniqueness means that the e

jA jA
which control vertex of R or § we are dealing with. Thus, for the theory of this thesis to

coefficients are independent of
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be directly applicable, if we fix on a particular keyframe then all control vertices of both
splines in this keyframe should have the same {7, x, B} values. Different keyframes can,
however, have different {7, %, B} values (giving us local {7, 3, B} control).



6. Constraints Part I1
6.1. Restatement of our Problem

We know that something is true, say, every day at 5 pm. Can we say that this event
is true all the time? Interpolation makes a guess at what our world looks like at any time
between two keys, where a key is a place where we know the state of the world. For our
world of keyframes composed of splines, in the previous chapter we have determined that,
under some interpolation methods, some constraints that are true at every keyframe will be

be true all the time between any two keys.
6.2. Introduction

In Chapter 4, various types of constraints were shown. We will now revisit these
constraints to see which ones meet the association criteria imposed in Chapter 5. A
constraint (as distinct from an interpolation method) need only obey the following two
preconditions:

« the constraint is expressible as a mapping equality:
(6.1a) F(R(u 1) =G(S(v,1)),
« the mappings F and G are linear:

(6.1b) ZauF(R(u,t D) = F(Za#R(u,tu)).
H 7

We will express our mapping equalities such that they are applicable for all parametric
t values (as equation (6.1a)). However, in showing that they are (or are not) linear, we

will just consider the keyframe parametric ¢ values (6.1b).

58
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6.3. Constraints Obeying Criteria

6.3.1. Point Equality

Let us first consider the simple form of the point equality given in equation (4.1).

The following is the mapping equality representation:
F(Rut)=R(#,1)
G(S (t)=S@Dr)

F is linear since:
2o, F(R(u, 1)) =20 R0, 1)
u u
A
and  F Qo R (u, 1)) =X, R(8, 1),
u u
Similarly, G is linear. Hence, the simple point equality obeys our criteria.

Let us now consider the generalized form of point equality in equation (4.2). We will
use the following as the mapping representation:

F(Ru,t)=R(,1)
G Wt)=cSOt)+1

F is as above, hence it is linear. G, however, is not linear because of the following:

Za G (S (v, tﬂ))—Za @S @, t)+7)

—O'Za S, )+12a
but G(ZauS(v,t#))=0'2aﬂ5(v,tu)+r
H I

However, having a mapping G of the following would be linear:

G w,0)=0S5d,1).
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If we instead use a modelling transformation in homogeneous coordinates for G, we
can obtain a linear map. A modelling transformation can combine a scale, a translation, and
a rotation about an arbitrary axis into a single 4x4 matrix (see [Foley83] for more details).

Suppose G is the following map:
G, N=[s*C, 1257 ¢ 1).5°¢, 1), 576, )M,

where M is a 4x4 matrix storing the modelling transformation,

and [S¥®, £),8” @, 1),57#, 12,5 @, 1)] represents the parametric

homogeneous (x, y, z,w ) functions.

This modelling transformation form of G is linear as:
Y
%aua (S, 1,) = %a ASF@ 1. 87 1), 87 @ 1), Y @M
Yy
=[Za 2SE@ ) Y 87 @, 1), Xa 57 B 1), Y, sY @, :u)] M
n n I 7
and,
G Qe S v, 1,))
u

A Y A A A
=[%aus"(v, » %aus ¢, 1,) Z’u,ausz(v,tu), %ausw(v, :u)le

Thus, simple point equality and the general homogeneous modelling transformation

form of point equality are expressible as linear maps.
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6.3.2. Derivative Equality

For the simple form of derivative equality, the mapping equality representation is the
following:

F(R(u,1) =R(7)(i2, 1)

G (S (v,t))=s(7)(0,r)

For the modelling transformation form, the mapping equality representation is the

following:

F (R (u, 1)) =R(7)(ﬁ, 1)

x(’}’) A y(Y) A z(’}’) A w(’}’) A
G v,n))=Ls" ,n,8  (@,0),§" @,0)S (¢,nHM
Since the form of derivative equality is very similar to point equality, the details of the
proof of linearity are not included here (just replace all of the spline functions of the
previous point equality section with their yth derivatives). Notice that point equality is a

special case of derivative equality, where ¥y =0.
6.3.3. Multiple Constraints

As each constraint is independent of any other constraints, the proof of Chapter 5 is
directly applicable to multiple constraints. More precisely, if constraint i, for i=1... n,
is expressible as a mapping equality involving linear maps F l.,G ; » then these n constraints
meet the association criteria both independently as well as combined together. Thus,
provided that the remaining conditions of the solution (Section 5.6) are met, all n |

constraints will be obeyed simultaneously throughout the interpolation.
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6.3.4. Angular Associations

Let us now rephrase our angle maintenance constraint of Section 4.6 (equation (4.8))
to get a form that we can represent as a mapping equality. First, we require that the angle
6 keeps a fixed orientation throughout all the keyframes. Fixed orientation means that
either

1
( )(0 1,) in a clockwise sense sweeps

« in every keyframe the angle from R(l)(ﬁ, tk) to S
out an angle of 6, or

« in every keyframe the angle from R(l)(ﬁ, L, ) to S(l)({)\, 1, ) in a counter-clockwise

sense sweeps out an angle of 6.
Thus, this condition means that there exists a rotation of 8 which will make R '(ﬁ, 1, )

parallel to S ’(1’} o1, ) , and that this rotation is the same for all keyframes.

Secondly, we require that the following equation is true for every keyframe, where o
is any scalar,
R (1) = 0?5 "B.1,).
If these two conditions are met, we are able to state a restricted angle maintenance

constraint in the following mapping notation form°
F R @, 0) =[R* @&V, R (&, R 2t ]
v .y (D
Gsw,m=o[s*d.0"s" ¢.0"s*¢,0" I,

M, , is the 3 by 3 rotation matrix which rotates spline S by an angle 6 to make the
1
tangent vector [S o (9, t)(l),S Y (\'), t )( ),S z (\’3, t)( D] parallel to
[R* )P R (&, Y'Y, R* (&, 1)'Y]. The scale factor o is then applied to make the

two tangents equal in magnitude; the result of maps F and G are vectors, and two vectors
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are equal if they have the same magnitude and direction (that is, each {x, y, z } component
of the two vectors is equal). Previously (Sections 6.3.1 and 6.3.2) we showed that the

maps F and G are linear.

Thus, we have reduced angle maintenance to a modelling transformation; however, it
has produced a restricted form of angle maintenance. Going to this restricted form of angle
maintenance was necessary to be able to represent angle maintenance as a mapping equality

involving linear maps.
6.3.5. Join Examples

As T-junction, intersection, 2-point loop, join, and fillet are all examples of multiple
constraints, they will satisfy the association criteria as long as each individual constraint

satisfies the criteria.

Recall that in equations (4.10)-(4.13) the angle maintenance constraint was optional.
If one removes this constraint, the remaining constraints are simple forms of point and
tangent equality constraints. From Section 6.3.1 and 6.3.2 point and tangent equality
constraints satisfy our association criteria. Hence, these five types of joins satisfy our

criteria provided that angle maintenance is not used.

If one wishes to use the angle maintenance constraint, as long as the restricted form
of angle maintenance discussed in the previous section is used, then these joins will also

satisfy the association criteria.
6.4. Constraints Not Obeying the Association Criteria

The primary problem with the constraints mentioned in this section is that they are not

expressible as a linear mapping equality (referred to as the association conditions); some
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general forms of the constraints in Section 6.3 are also of this class. However, the
constraints mentioned in this section still might have a variation or restricted form which
does obey the association conditions. Recall that the general form of point equality as well
as angle maintenance did not seem to obey the association criteria. But a variation or
restricted form was possible that did obey the criteria; the same might be possible with the
constraints mentioned here. Thus, figuring out how the following constraints can be
obeyed throughout the inbetweening is left for future work. The motivation one would
have to solve the following constraint maintenance problems depends very much on one's
needs. Suggestions on how one might try to obey the constraints are given in the

following sections.
6.4.1. Parameter-Varying Constraints

To understand the problem of maintenance of parameter-varying constraints, we can
gain an insight from the remark at the beginning of this chapter (Section 6.1). If we only
know the keyframes, we cannot possibly know how the constraint behaves between the
keys. The whole approach to keyframe inbetweening taken by this thesis is that we use a
generic interpolation method and are given a set of keyframes which we interpolate to
generate the inbetweens. Thus, only placing the ¢-varying constraint information into the
keyframe spline positions is not enough to be able to preserve the t-varying constraint
function. Somehow the interpolation method must make use of knowledge about the ¢-

varying function.

Whether or not an interpolation method exists that both obeys the interpolation

process criteria of the solution and allows itself to be driven by a r-varying constraint
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function is left as an open problem. In addition, one might require that such an

interpolation method allows for simultaneous multiple constraint functions.
6.4.2. Inclusion/Exclusion

The first step is to try to get an algebraic representation for this property. As sucha
representation does not exist yet, not much can be said about inclusion/exclusion. One
suggestion is to consider inequality-based maps such as the following:

F (expression 1) 2 G (expression 2) .

Note also that inclusion/exclusion is an infinite constraint problem (we wish the
constraint to hold between all points on one spline and all points on a second spline). This
could be handled by the following notation:

F(R(ut )2 G(S (u, 1)).
The parameters u and ¢ are common to both R and S. By using u rather than i we show
the infinite nature of the constraint; u is a variable whereas u , specified by the user, fixes

our attention on a particular u value.
6.4.3. Separation/Distance Maintenance

A very restrictive form of distance maintenance can be achieved if it is represented as
a modelling transformation. Suppose we wish to maintain the distance between two
points. The following equation shows this constraint in the notation of Section 4.10:
AR(#,1),S P, 1)) =8 .
If we concentrate on the keyframes, the following equation must hold:
R(,1)=S@, 1) +71,.

If 70= T=..=7 = rm,thenlet T=1

1 m-1 u
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This gives the following translational form of point equality:

R(u,t)=S@,2)+1.
Notice that if this equation is true, then it must also be true that:

AR (i1,1),S (9, 1) =8 .
That is, if the distance between two points can be modelled as a translation that is the same
for all keyframes, then this restricted form of distance maintenance becomes the same as
point equality with translation. Hence, (from Section 6.3.1) this restricted form of distance

maintenance obeys the association criteria.

Recall that in Figure 1.2 tangency and point equality constraints were satisfied but
size was not. If we could maintain distance, we would then be able to maintain, for

instance, the radius of a circle (and hence size) throughout the interpolation.
6.4.4. Area/Volume Maintenance

Based on the following statement from [Spivak80] one would think that area

b
maintenance might be possible through the use of integrals: “The integral f f isalso called
a

the areaof R(f, a b) when f(x) =0 forallxin [a b] .” R(f, a b) refers to the
region between f(X) and the horizontal axis. Integration should behave as a linear map in

much the same way as differentiation did.

However, in Figure 1.2 it was shown that the size (hence area) of a semi-circle is
clearly not maintained. In this figure, point and tangency are maintained; note that one key
is created from the previous key by applying a rotation. Under this rotation, even though
each key maintains the area of the closed splines, the area of the closed splines shrinks and

expands throughout the inbetweening process.
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Applying integration as a means of obtaining a restricted form of area maintenance is
left as an open problem. Insight gained from an area maintenance solution should also be

applicable to volume maintenance.
6.5. Summary

This chapter has given examples, building on Chapter 4, of associations that obey the
association conditions established in Chapter S. We have also given examples of
associations that, at least on the surface, do not appear to obey the association conditions.
These associations not obeying the criteria have brought to the surface many open problems

to be solved.



7. Future Work

The material presented in this thesis “solves” the specific Mickey's Nose problem,
which uses tangency and point equality constraints, but in trying to solve the generalized
MN problem numerous new problems are created. Presented in the following sections are

arcas that work can be done to further extend the boundaries of our results. -

By way of example, Chapter 6 already illustrated some desirable constraints that are .
not maintained as a result of our work. These included ¢-varying constraints,

inclusion/exclusion, distance, and area/volume maintenance.
7.1. Avoidance versus Detection

One has two choices in trying to maintain a constraint throughout the interpolation.
One choice is avoidance, which is what we have done for this thesis. Avoidance means
that we have a set of conditions which will guarantee that the constraint will be met
automatically. That is, we proved that we automatically maintain the constraint; no
checking is needed for the individual inbetween frames to see that they actually maintain the
constraint, because we know that they do. We avoid any chance that the inbetween frames

could not obey the constraint.

The second choice one has to maintain a constraint is detection. Detection means that
we check the inbetween frames to see if the constraint is maintained. If the constraint is not
maintained, then we do something to the frame to force the constraint. This detection
technique could be used to solve the types of constraints not maintained by our avoidance

strategy. However, we require algorithms to detect loss of the constraint and to do

68
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something to the frame to force the constraint. This “something” could involve solving
equations (perhaps non-linear) and repositioning some of the control vertices. In
simulations done for this thesis, such a technique was used in ensuring that the keyframes

maintain a constraint.
7.2. Non-exact (Approximate) Constraints

In animation, for example, exact matching of constraints may not be necessary. What
is necessary is that a constraint is approximately obeyed. With squash and stretch, for
example, one just needs to maintain area approximately to aid in realism. Thus, it seems
that approximate constraints could be useful. For example, if in all the keyframes the area
within a closed spline is a constant A, is there an € such that the area within the spline in
all the inbetween framesis A% £? If there is such a bound on the area “error” €, one
may wish to know how large &€ is. A study of such error-bounded constraints could

prove very useful.
7.3. Infinite Constraints

The infinite constraint problem is to say that “every point between [a R ,b R] on
spline R is associated with every point between [a s ,b s ]Jon spline S in the following
way ...”, or that “‘each point between [agp b rjon spline R is associated with a point
between [a s N/ s ] on spline S in the following way ..., and vice versa”.
Inclusion/exclusion (Section 6.4.2) is one infinite constraint type melcm. Generalized
distance maintenance (where we wish to keep one object at a “fixed distance” from another
object) is another example of such a problem. Infinite constraints could even prove useful
for more general point and tangency maintenance problems. For example, suppose one

wishes not only to keep the nose tangent at one point to Mickey's snout, but to keep it
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attached over a range of points, which would appear more realistic. When we build a
larger object out of smaller pieces, to aid in realism, the places where the smaller pieces join

each other will usually be over a range of points.

The infinite constraint problem seems like a natural extension (or a special case) of
multiple constraints, and hence one would hope that this thesis work solves this type of
association. One problem with infinite constraints, however, is that we have said that the
number of degrees of freedom present in the spline limit the number of simultaneous
constraints that can be met. Hence, furthér work needs to be done to either prove or

disprove that this thesis work can be applied to the infinite constraint problem.
7.4. The “Real” Mickey's Nose Problem

The Mickey Nose problem defined in Chapter 1 is rather a misnomer. If one looks at
some of the drawings of Mickey and other Walt Disney characters in [Thomas81] one will
rarely (if ever) see a drawing of Mickey as in Figure 4.2. One has to be looking at an exact
side profile of the character to have a nose appear tangent in the two-dimensional drawing.
More often, the character will appear as in Figure 9.1. Thus, further work should be done
to solve the real Mickey nose problem which is to ensure that the nose always maintains
some contact with the snout outline. In other words, the intelligence of the animator should
be taken into account to come up with some set of rules as to how a frame should look.

Avoidance or detection can then be utilized to maintain this set of rules.
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Figure 7.1 A more realistic Mickey.(from [Thomas81])

7.5. Dimensionality

A line is one-dimensional. A plane is two-dimensional. A real-life object is three-
dimensional. A spline curve §(u), like a line, has a single dimension. The parameter u
takes one along the curve; we can either go forward, by increasing u, or backward,by
decreasing u, along the curve. A spline surface S (u, ), like a plane, is two-dimensional;
it has two parameters (u and ) to control where on the surface one will be. A spline solid

S (u, v, t) is three-dimensional. A spline solid animation, like life, S (u,v , s, t) is four-

dimensional.

The work of this thesis has taken a collection of spline curves S k( u), and, through
interpolation, created a spline surface S (u, t). Thus, we have worked at the lowest level
on the dimension ladder, which we call working in the (1-2)-dimensional realm. Left for
future work is the idea of going to higher dimensions. That is, suppose we start with a
collection of spline surfaces § r (u,v ), and use interpolation to create a spline

solid S (u, v, t) (we call this working in the (2-3)-dimensional realm). Can we say that
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our results of Chapter 5 are still valid? If yes, then suppose we start with a collection of
spline solids S k(u,v , §), and use interpolation to create a moving spline solid

S (u, v, s,t) (thatis, the (3-4)-dimensional realm); are our results still applicable?

Consider Section 5.5 which contains the essence of our proof. Moving the proof up

one dimension would require a reasoning like the following:

r t
FRuv, )t FE S P, ;D (DB,(wy))

i=0j=0

) nr Ilt m

SR Y Y e, U, D (DB (1))
1=0]=02.=0
m Ilt nr

=SF(X Xe, DX U, B (V)
A=0j=0 i=0

’.

P a (t>ZU ¢ DB (1 V)
A=0 i=0

F(Z o, (D R@, v, 1,)
A=0

m

Y o (OF (R(wy , 1))
A=0

m

2 @, (0G(S(uB, 1))
A=0

Hence, we have reason to believe that the results of Chapter 5 should be directly applicable
to higher dimensions. Formally proving this hypothesis is left as an exercise for future
work.

A main part of such future work would require finding constraints that are well-

defined for these higher dimensions. Recall the area maintenance constraint we mentioned
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in Chapters 4 and 6; this constraint really belongs in the (2-3)-dimensional realm , as a
surface has an area, whereas a curve does not. Likewise inclusion/exclusion, which dealt
with closed curves, could be considered a candidate for the (2-3)-dimensional realm.
Maintaining a volume, which is an attribute of a solid, belongs to the (3-4)-dimensional
realm. Normal vector maintenance (not previously mentioned) is also an ideal candidate for

maintenance in the (2-3)-dimensional realm.
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Appendix A: Variable and Notation Usage

In our equations we have attempted to remain consistent in our choice of variable

names; however, some inconsistencies will occur among some of the more locally used

symbols. Presented here in chronological order is an outline of the variable and notation

usage. The purpose of this appendix is to give further insight and understanding for the

many equations and symbols appearing in this thesis. Cross referencing with (see

Chapter .Section) notation is done for Chapters 2 and 4, but not for Chapters 5 and 6 as it

would be too cumbersome.

Section Variable Name Usage Description
2.1 f(x), g(x) .......... polynomials,
a,, X coefficients and basis used in polynomial definition,
7 AN degree,
b % VR AU cartesian coordinates,
| PP parameter in defining a parametric function,
k . . . . .
C o used in defining continuity at a joint,
Tt number of knots at a joint.
2.2 7 A (see 2.1).
2.3 Pi ....................... a point in key i,
O keyframe index,
7 U (see 2.1),
Boeeiiiiiiiieiieannenen, number of segments in a spline,

78
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2.4

...........................

...........................

...........................
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interpolating function between Pi and Pi R
(see 2.1); in the range [0,1],

the cubic hermite basis where j = {0, 12,3},
coefficient of the Catmull-Rom spline; also the
derivative of P(z ) atthe point Pi ,

the derivative of P(¢),

we have m + 1 keys; the interpolating spline goes

from key O to key m.

(see 2.1),
(see 2.1),
(as 2.1), parameters for a parametric spline curve or
surface,

range of a parameter of a function,

radius of a circle,

cartesian coordinate piecewise polynomials,
a spline curve in parametric form,

the i’h spline segment,

the parameter value of the i th knot of S(1),
spline segment index,

(see 2.3),

a surface in parametric form,

two parameter cartesian coordinate polynomials.
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2.5

2.6

{V?‘ Lv)oovE
i, 1,] i,]
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a basis for polynomials of degree d,
(see 2.1),

(see 2.1),

basis function index,

general parametric polynomial,
polynomial coefficient,

set of all polynomials of degree d,
(see 2.4),

the cartesian polynomials of S i( 1),
(see 2.4),

the degree of Si( 1,

the j " control vertex of Si( t),
for fixed i, Bi,j( t)is the basis for Si( ),

normalized 7, so that ¢ € [0,1),
d!

the binomial coefficient = ————7,
(a- N

a multiple segment basis.

(see 2.4),

(see 2.4),

(see 2.1),

(see 2.1),

basis vector for S i( ),

matrix of all the control vertices for S i( 1,

(see 2.5),
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B, ,j( 13 IR (see 2.5),

J v, (see 2.5),

bi 3V SRCETEIIRERY for fixed ij, bi Ja e the coefficients to represent
........................... B, ,j( t) using the power basis,
koo, index for bi gk

xi( 1) ot (see 2.5),

T oo, power basis vector,

R matrixof b, .

2.7 S(t) et (see 2.4),

Lo, (see 2.1),

I (see 2.3),

D eeeeeeeeeiiiieeiinnns (see 2.4),

Vi ....................... control vertices for a multiple segment spline,
Bl.(t) .................. (see 2.5),

PP PRPRRTS (see 2.4),

L o a particular ¢ value,

[a s b s | U domain of a spline S.

4.1 R(u),S(v), T(w)... | spline curves,

Uy VoW oiiinieennn, parameters that traverse their entire splines,

[a R,b R] ,la S b S 1,. (see 2.7), the domains of their respective splines,
&la T,b T] .............

T parameters that traverse a single spline segment,
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4.2

4.3

4.4

4.5

[r;‘(ﬁ), r?(b’i), rl?( ﬁ):

[s’jf(c), s?(ﬁ), sj.(?z)]

ri(ﬁ) and sj.(@) .....
r(il)( i\l) and s(jl)(\/’\)..

R(u),S(v), T(w)...

.................

---------------------------
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the i segmentof R(i),
the jth segmentof S(v),
the k™ segment of T (w),
segment indices for their respective splines,

particular u,v , w or u, v, w values.

(see 4.1),
a scale transformation constant (or vector),

a translation transformation constant (or vector).

which derivative we are taking,
the A™ derivative of ri( i) or sj(fz) ,

(see 4.2).

3x3 rotation matrix,

a vector of the x, y, and z components of r; ( 1’4\) s

a vector of the x, y, and z components of s j( V),

a vector showing the x, y, and z components of o,

a vector showing the x, y, and z components of 7.

(see 4.1),
(see 4.3),
(see 4.1),
(see 4.1),
(see 4.1),
the first derivative of a spline R(« ) evaluated at

— A
u =u.
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4.6

4.7

4.8

4.10

AR L SBE)

O e
x LY .z

(@ ,a ,a).....

@TOD e

-

1@ e

...........................

...........................
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(see 4.3),

a function that returns the angle between two vectors,
a constant angle,

a vector in cartesian coordinate form,

the dot product of two vectors

X —x

-.y - —
=5+ +a% =|@lF]cos @,

the magnitude of a vector.

(see 4.3),
an angle function

(see 2.1).

(see 2.7)
(see 4.1),
(see 4.6),
(see 4.1),

constant angles.

3-dimensional points,

a function that gives the distance between two points,
(see 4.1),

(see 4.1),

a constant representing the distance we wish to
maintain between two points,

a function representing the distance we wish to

maintain between two points.
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5.1 R k( u)and S k(v) ..... two spline curves in the kth keyframe,

uandv ..........oeeelll parameters of the keyframe splines R k( &S k(v) ,
Koo, a particular keyframe,
o n” + 1 is the number of control vertices in spline
........................... R k( u,
B e, n® + 1 is the number of control vertices in spline
........................... S k(v) ,

jp e the control vertices for spline R k( u),

P RTETTTPREP TIPS the control vertices for spline S k(v) ,
et iiiiiiiiiii s (keyframe splines') control vertex index,
Bi( 7 basis for spline R k( u),
Ci (V) e, basis for spline S k(v) ,
U ; () e, trajectory spline of Ui &
Vi (25 TP trajectory spline of V Pk
By e the parameter value of ¢ where the & th keyframe is,
Lo parameter of the trajectories U ; (¢)and V ; @),
J oo (trajectory splines') control vertex index,
Moiiiiiieiaiiineiannnns (see 2.3), we have m + 1 keys,
B, n' + 1 is the number of control vertices in the
........................... trajectory Ui (t) (as well as Vl.(t ),
Pi s control vertices for U ; @),
Q. i, control vertices for Vi @),
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5.2

5.4

5.7

...........................

...........................

...........................

85

basis for splines U ; (t) and Vl. @),

spline surface (combining keys with trajectory) from
Rk(u) and Ui(t ),

spline surface (combining keys with trajectory) from

Sk(v) and Vl.(t).

an operator (or map) that acts on expression and
yields a new expression (perhaps a constant),
another operator acting on expression,

a constant,

a keyframe index.

vector of Pi y for a particular i,

vector of Qi y for a particular i,

amatrix of m + lcolumns and nf + 1 rows,
the elements of E,

keyframe index,

a matrix,

vector of Ui P for a particular i.

an interpolating function,

two points being interpolated,

control vertices,

a basis,

the kth segment of a trajectory spline,

keyframe data points being interpolated,
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 eeiieriiiaeeeinaa, parameter on the range [0,1],
hi (2 P the cubic hermite basis,
R A A | (global) tension, continuity, and bias constants,
{Tk’ X ﬂk } .......... tension, continuity, and bias constants for a
........................... particular keyframe,
DD ARTITTETRIPRIPRISRIRS the destination derivative (going out of p f )s
DD, = uw,(0)"

........................... PR ),
DS PRRTIITITPIPIPPPS e the source derivative (going into p r ),
........................... DS, =u k( 0) ).

6.3.1 [ &, a, &, aw] ...... a homogeneous coordinate vector of a point @
[a* (1), @ (1), @(1),. | ahomogeneous coordinate vector of function & t)/
a*(n]l

6.3.2 Y oeeeeerieieneeninene, which derivative we are taking.

6.3.3 Moeoeeeieeiiiiieiiaiianas number of constraints we have.




Appendix B: An Historical Note

Questions to be answered in this section are “What work was done previously by the
University of Waterloo Computer Graphics Laboratory which encountered the MN
problem?” and “What was done differently in that endeavor from what we are proposing in

this thesis?”.

The computer graphics lab had developed a two-dimensional spline curve editor,
which worked with B-splines and Beta-splines. The editor was modified to do simple
animation of spline curves. The modified editor would allow someone to draw a keyframe
composed of several spline curves. Several keyframes could then be stored and

inbetweened, using Catmull-Rom interpolation of the control vertices.

The editor did not allow the user to specify how the spline behaved at the parametric
level; thus, control of the spline at the parametric level is what we are doing differently.
The editor could be used to have two splines appear to the eye to behave a constraint such
as tangency, and similarly the next keyframe could also behave the same constraint. But,
the parametric value that the constraint is obeyed is not the same in the two keys (equation
B.1). Having an equation like B.1 for the keyframes is precisely how Figure 1.3 was
created. Figure 1.2, which obeys the constraint in the inbetween frame, used an equation
like B.2. One would never expect equation B.1 to obey the constraint in the inbetween
frame. For example, if Mickey's nose is attached the front of his head in one keyframe,
and to the top of his head in the next keyframe, one could not expect the inbetween frame to

have the nose still tangent to the head.
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The following equation shows the constraint used which showed the existence of the
MN problem:
B.1 R, )= S5, 1)
R(ﬁ‘z, t)=S (6‘2, t,)
The following equation shows the constraint used for our solution to the MN
problem:
B.2 R(ﬁ‘,tl) = S, 4)
_ A
R(#r,) =S50 1)



	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

