
Schedule

Thursday May 20

8:00-9:00 Breakfast Village 1 Dining Room
9:00-12:30 MITACS Step Workshops Davis Centre
12:30-13:30 Lunch Village 1 Dining Room
13:30-16:30 Tutorials Davis Centre
17:30 GSEF Ice Breaker Grad House

Friday May 21

8:00-8:50 Breakfast Village 1 Dining Room
8:50-9:00 Conference Opening Davis Centre 1302
9:00-10:00 Keynote Speaker - Ming Li Davis Centre 1302
10:00-10:15 Coffee Break Davis Centre 1301
10:15-11:55 Morning Paper Presentations Davis Centre 1302/1304
11:55-13:30 Lunch Village 1 Dining Room
13:00-13:30 “What to expect from PhD until Assistant

Professor” (informal) - Nobuhiko Hata
Davis Centre 1302

13:30-14:30 Keynote Speaker - Nobuhiko Hata Davis Centre 1302
14:30-14:45 Coffee Break Davis Centre 1301
14:45-16:25 Afternoon Paper Presentations Davis Centre 1302/1304
16:25-18:00 Poster Session Davis Centre 1302
18:00-20:30 Dinner Concordia Club

Only transportation is provided, dinner not included
Bus leaves from in front of DC at 18:00

Saturday May 22

8:00-9:00 Breakfast Village 1 Dining Room
9:00-10:00 Keynote Speaker - S. Cenk Sahinalp Davis Centre 1302
10:00-10:45 Coffee Break / Poster Session Davis Centre 1301
10:45-11:15 Business Meeting (open to everyone) Davis Centre 1302
11:15-12:00 Industry Panel Davis Centre 1302
12:00-13:30 MITACS Awards Luncheon Festival Room, South Campus Hall
13:30-18:00 Excursion St. Jacob’s Village
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Letter from the Chair

Welcome to CSCBCE 2010, the 5th Canadian Student Conference on Biomedical Computing and Engineering.
It has been a great pleasure to continue the tradition envisioned and initiated by my Master’s degree supervisor
Janice Glasgow. There have been wonderful groups of people associated with this conference each year, and I’m
honoured to have been able to be a part of the group to organize the conference this year. In particular, I would like to
express my gratitude to all of the organizing committee, the reviewers, the keynote speakers and tutorial instructors,
the people who have helped promote the conference across Canada, and the sponsors who have supported us so
generously.

The reception was tremendous this year, and it is great to see that there is a strong level of support for the
conference amongst the students in these fields. CSCBCE has facilitated the establishment of a community of
Canadian students who work in these areas, and it allows for the exchange of ideas between communities who may
not traditionally share a venue.

Finally, I would like to extend my gratitude to you for attending our conference, and for contributing to our
success. I hope that we may meet at a CSCBCE in the future!

Sincerely,

Bob Fraser
Chair, CSCBCE 2010
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Information Distance From a Question to an Answer

Ming Lia∗

aCanada Research Chair in Bioinformatics
University Professor

David R. Cheriton School of Computer Science,
University of Waterloo,

Waterloo, ON, Canada, N2L 3G1

We know how to measure the distance from Toronto to Amsterdam. However, do you know how to measure the
distance between two information carrying entities? For example: two genomes, two music scores, two programs,
two articles, two emails, or from a question to an answer? Furthermore, such a distance measure must be application-
independent, must be universal in the sense it is provably better than all other distances, and must be applicable.

From a simple and accepted assumption in thermodynamics, we have developed such a theory. I will present
this theory and its applications. In particular, we will present a new application of the theory: a question answering
system.

Biography
Ming Li is a Canada Research Chair in Bioinformatics and a University Professor at the University of Waterloo. He
is a fellow of the Royal Society of Canada, ACM, and IEEE. He is a recipient of Canada’s E.W.R. Steacie Fellowship
Award in 1996, the 2001 Killam Fellowship, and the Killam Prize in 2010. Together with Paul Vitanyi they have
pioneered the applications of Kolmogorov complexity and co-authored the book “An Introduction to Kolmogorov
Complexity and Its Applications”. In particular, his work on information distance and normalized information
distance has found many applications in document comparison, genome evolution, time series analysis, as well as
Question and Answer search engine on the internet. He is a co-managing editor of Journal of Bioinformatics and
Computational Biology.

∗E-mail: mli@uwaterloo.ca
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Role of Image Processing, Navigation and Robots in
Image-guided Intervention

Nobuhiko Hataa∗

aAssociate Professor of Radiology, Harvard Medical School
Technical Director, Image Guided Therapy Program, Brigham and Women’s Hospital

Director, Surgical Navigation and Robotics Laboratory
L1-050, Department of Radiology, Brigham and Women’s Hospital

75 Francis St., Boston, MA 02115

Image-guided surgery is a promising method of cure to achieve minimal trauma, fast patient recovery, and reduc-
tion of clinical cost. Images used for navigation can be either pre-operative diagnostic images and/or intra-operative
images. We have also observed the prevalence of surgical robots in clinics in the past decade giving an impact
on medical care. The aim of this presentation is to discuss the new dimension of minimally invasive surgery we
can explore by integrating intra- and pre-operative imaging and surgical robots. The robot presented in my talk
can compensate for the motion of the organs and guide the precision surgery by using intra-operative images as a
digital map for robot control, without which we cannot perform image-guided intervention of dynamically moving
organs. The need for image-guided robotics is further highlighted in our long-term clinical goal in the Brigham
and Women’s Hospital, to perform therapies in contemporary high-field, closed-bore MRI scanners, 3D Ultrasound,
CT, and/or PET/CT that provide better delineation of disease lesion, and that becoming to be prevalent in hospitals
and clinics worldwide. I will present our pilot studies from MR-guided ablation and needle therapies where we
studied tissue-needle interaction, biomechanical modeling of tissue deformation, and merit of needle guidance by a
MR-compatible robot. Those studies will eventually migrate into our motion control method of a close-bore MRI-
compatible robot that drives therapy needles toward the targets under intra-operative image guidance and control.
For more information about my talk and exciting research opportunities at the Image Guided Therapy Program at
Brigham and Women’s Hospital and Harvard Medical School, visit www.snrlab.org , www.ncigt.org .

Biography
Nobuhiko Hata was born in Kobe, Japan. He received the B.E. degree in precision machinery engineering in 1993
from School of Engineering, The University of Tokyo, Tokyo, Japan, and the M.E. and the Doctor of Engineering
degrees in precision machinery engineering in 1995 and 1998 respectively, both from Graduate School of Engineer-
ing, The University of Tokyo, Tokyo, Japan. He is currently an Associate Professor of Radiology, Harvard Medical
School and Technical Director of Image Guided Therapy Program, Brigham and Women’s Hospital. He started his
career at Brigham and Women’s Hospital initially as a research fellow in 1995, then became Instructor of Radiol-
ogy in 2000 and Assistant Professor of Radiology in 2005, all at Department of Radiology. In 2008, He founded a
research group called Surgical Navigation and Robotics Laboratory, under Image Guided Therapy Program. In the
Image Guided Therapy Program and Surgical Navigation and Robotics Laboratory, he continues to work on medical
image processing and robotics in image-guided surgery. His major achievements include neurosurgical navigation
combined with ultrasound imaging, surgical robotics for magnetic resonance images, and motion-adaptable surgical
robotics for image-guided therapy. More importantly, he developed key technology in many “the first” therapy in
MRI-guided therapy; MR-guided prostate biopsy, MR-guided laser ablation therapy of brain tumor, and MR-guided
microwave ablation therapy of liver tumor. In total, he has co-authored 49 original articles and has been involved in
11 federal and non-federal grants during the course of his research career.

∗E-mail: hata@bwh.harvard.edu
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Structural Variation Discovery in High Throughput
Sequenced Genomes and Transcriptomes

S. Cenk Sahinalpa∗

aDirector, SFU Lab For Computational Biology
Professor of Computing Science

Associate Faculty, Department of Molecular Biology and Biochemistry
Canada Research Chair in Computational Genomics

Michael Smith Foundation for Health Research Scholar
School of Computing Science, Simon Fraser University

8888 University Drive, Burnaby BC, V5A 1S6

Recent studies show that along with single nucleotide polymorphisms and small indels, larger structural vari-
ants contribute significantly to human genetic diversity. The realization of new ultra-high-throughput sequencing
platforms now makes it feasible to detect the full spectrum of genomic variation among many individual genomes,
including cancer patients and others suffering from diseases of genomic origin. Conventional algorithms for iden-
tifying structural variation (SV) have not been designed to handle the short read lengths and the errors implied by
the “next-gen” sequencing (NGS) technologies. In this talk we will describe combinatorial formulations for the SV
detection between a reference genome and a high throughput paired-end sequenced individual genome. We will
provide efficient algorithms for each of the formulations we give, which all turn out to be fast and quite reliable; they
are also applicable to all next-gen sequencing methods and traditional capillary sequencing technology.

Biography
Cenk Sahinalp is a Professor of Computing Science at Simon Fraser University, Burnaby BC, an associate faculty at
the Department of Molecular Biology and Biochemistry and a visiting scientist at the Department of Genome Sci-
ences, University of Washington. His research focuses on problems in sequence alignment, search and comparison,
biomolecular sequence analysis with emphasis on structural variation detection through the use of high throughput
sequencing, RNA structure and interaction prediction, biomolecular network analysis and small molecule bioinfor-
matics. He is a Canada Research Chair, a Michael Smith Foundation Scholar and has been a recipient of an NSF
Career Award in theoretical computer science. He has served /will serve as the PC chair of the Combinatorial Pattern
Matching (CPM) Conference in 2004, the general chair of the RECOMB Conference in 2011, the area chair on se-
quence analysis, next-gen sequencing, RNA structure prediction, etc. for a number of conferences including ISMB
and PSB.

∗E-mail: cenk@cs.sfu.ca
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Optimising Locality-Sensitive Hashing on Sequences in the
Context of Motif Finding

Warren A. Cheunga∗

aBioinformatics Program, Centre for Molecular Medicine and Therapeutics
University of British Columbia, Vancouver, BC

ABSTRACT
Locality-sensitive hashing has been applied in several problems in bioinformatics to quickly search large sequences
by examining the n-grams of the sequences. We observe in these application a bias in the random generation of
hashes and define an effective equivalence for hashes that generate nearly identical results. Methods that address
these two points demonstrate an improvement to the rate at which unique hashes are generated, especially when
many hashes are generated. These methods can be easily integrated with existing applications of locality-sensitive
hashing, resulting in improved performance by reducing the time algorithms spend revisiting duplicate hashes and
eliminating search biases.
Keywords: locality-sensitive hashing, projection, motif-finding, n-grams, pattern discovery, similarity search

1 Introduction
The random projection method of locality sensitive hashing is a stochastic method of dimensionality reduction.
This technique has been successfully applied to many problems involving identification of patterns, such as motif-
finding and local sequence alignment. This paper discusses optimisations in the context of the motif finding problem
originally proposed by Pevzner and Sze[1], with the application of locality sensitive hashing method PROJECTION
described by Buhler and Tompa[2], which uses random projection as a efficient method for finding common semi-
conserved motifs of a set length without gaps from a set of sequences. We demonstrate that careful generation around
a set of constraints can result in a significantly reduced search space with effectively equivalent results.

Previously, Raphael et al. developed UNIFORM PROJECTION[3], another improvement of PROJECTION that
samples the projection space in a more uniform manner. We note that the optimizations discussed here are orthog-
onal from those, and further improvement to performance may be possible by combining with their work, such as
previously achieved by Wang and Yang in UPNT[4] combining uniform projection with unpublished work on neigh-
bourhood thresholding[5]. As well, the same analysis generalises to other locality-sensitive hashing-based methods,
especially those involved in n-gram analysis, such as large-scale sequence comparison[6].

1.1 Classic Random Projection Algorithm
In the motif finding problem originally described by Pevzner and Sze[1], let S be a set of t input sequences with
length n, and a motif of known length l with at most d mutations be planted in each of the t sequences. The purpose
of the projection algorithm is to extract the t planted instances of the motif from S. For each sequence Si in S, a
sliding window of length l is run over Si to generate a set of n− l +1 “l-mers” for Si. Characters in a string shall be
referred with 0 as the first character of the string. Let si, j refer to the jth symbol in Si, where 0≤ j < n. Likewise, let
Li, j refer the l-mer from Si starting with symbol si, j, such that Li, j = si, jsi, j+1...si, j+l−1. Let L be the set of all l-mers.

A projection P is a set of k positions, each position representing one of the l positions {0,1, . . . , l−1}. In random
projection, each position is chosen by selecting one of the l positions uniformly at random with replacement and
adding the position selected to P. This process is repeated k times. As the positions are chosen with replacement, a
projection can specify from 1 to k distinct positions.

Given a projection P, each of the l-mers from S are hashed into a “bucket” by the bases of the l-mer at the posi-
tions specified by P. For a projection P of positions {p1, p2, . . . , pk} and l-mer Li, j, let P(Li, j)= si, j+p1si, j+p2 . . .si, j+pk .
A bucket BP,x is the set of all l-mers Li, j where P(Li, j) = x. A bucket containing an unusually large number of l-mers
has an elevated chance of being enriched for a motif and is used as the basis for a “refinement” step to extract a motif
∗E-mail: wcheung@cmmt.ubc.ca, Telephone: +1(604)875-2345 ext. 7947.
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via an EM-based approach (see Buhler and Tompa[2] for more details). We shall demonstrate that the method of
choosing positions uniformly at random with replacement results in biased selection of projections.

2 Selection Bias
The current selection method introduces a bias in the selection of potential projections towards those that can be
generated in multiple ways if the positions are selected uniformly at random with replacement. Naively, selecting
from n possible positions k times results in nk possible projections. However, it is obvious that the order of positions
chosen for projection does not matter. Take two projections P and Q which are identical other than the order of the
projected positions. Let f be a function that reorders the positions in P to the positions of Q. We can then note that
the number of l-mers in bucket BP,x is the same as bucket BQ, f (x).

Definition Projection P is equivalent to Q if there exists a correspondence f such that for any set of sequences, for
every l-mer Li, j, f (P(Li, j)) = Q(Li, j). P and Q are exactly equivalent if P is equivalent to Q and vice versa.

Definition Projection Q is non-redundant if for Q = {q1,q2, . . . ,qk}, for any qi,q j where i ∕= j, qi ∕= q j.

Under this definition of equivalence, it can be shown that any projection P is exactly equivalent to a non-
redundant projection Q – f in this case reorders the positions as needed with duplicate positions removed. Therefore,
we shall use the following standard form for listing positions in projections: (i) the projected positions are in sorted
order and (ii) no positions are duplicated. Note that all projections are equivalent to a projection in standard form,
and no two different projections in standard form are equivalent. If only projections in standard form are considered,
the search space of possible projections is reduced to ∑

k
i=1

(n
i

)
.

When selecting positions uniformly at random with replacement, selection bias occurs because some projections
can be generated by more combinations of randomly selected positions than others. For example, for k = 3, the
only way to randomly generate the projection {5} is by selecting position 5 for all three random draws (5,5,5). This
yields the non-redundant projection {5}, and no other projection can be generated that is equivalent to this projection.
However, the draws (3,1,3), (1,3,3), (3,3,1), (3,1,1), (1,3,1) and (1,1,3) all generate a non-redundant projection
of {1,3}, making it three times as likely to be generated as {5}.

The selection bias increases duplicate projections. As the projection algorithm is deterministic, duplicate pro-
jections cause redundant computation of already-evaluated results. Even when duplicate projections are not chosen,
the projection choices are biased towards projections that have more ways to be generated. Such a bias makes the
method less effective when the solution involves a less likely to be generated projection.

2.1 Avoiding Selection Bias
An efficient method to generate projections with equal frequency is to modify the random selection process. The
new process selects k elements at random without replacement from the set {0,1, . . . , l−1}∪{ /00, /01, . . . /0k−2}. The
k− 1 elements /0i are pseudo-positions not in the set of original positions {0,1, . . . , l− 1}. Let S be the set of k
selected elements. If S contains no pseudo-positions or S∩{ /00, /01, . . . /0k−2} = { /00, /01, . . . /0i} for some i, S defines
the projection S∩{0,1, . . . l−1}. Otherwise, S is discarded and the selection process is restarted from the beginning.

This method is slightly more costly than sampling at random, as several restarts may be necessary before a valid
projection is generated. However, it guarantees every potential projection is generated with equal frequency, as there
a set of equivalent projections can only be generated in one manner.

3 Effective Equivalence of Projections
As the l-mers in projection are generated by sliding a window across the input sequences, sequence positions are al-
ways shared between neighbouring l-mers. A position si, j appears in up to l of the l-mers: Li, j−l+1,Li, j−l+2, . . . ,Li, j.
One side effect of this effect is that many combinations of projections P and l-mer Li, j will result in the same sequence
P(Li, j). For example, let projections P and Q be P = {2,4} and Q = {1,3}. For 1≤ j≤ n−1, P(Li, j) = Q(Li+1, j+1).
This motivates a more relaxed definition of equivalence between two projections.

Definition A mapping ∆ from L′→ L is a shift of L if ∆(Li, j) = Li, j−δ and δ ≥ 0, where L′ is the set of all l-mers
Li, j ∈ L, j ≥ δ.

The shift ∆ maps nearly all the l-mers by a constant shift along the sequence to a nearby l-mer. However, a
constant number of l-mers at the start of each sequence are unable to be mapped.

Definition Projection P is effectively equivalent to Q if there exists a shift ∆ such that for any set of sequences, for
every l-mer mapped by ∆ , P(∆(Li, j)) = Q(Li, j).
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This relaxes our definition of equivalence, allowing P and Q to be equivalent as long as for the l-mers mapped by
∆ (all l-mers except a small constant number δ), a projection Q(Li, j) can be mapped to the projection P(∆(Li, j)). Note
when we have a shift δ = 0, we have exact equivalence, therefore effective equivalence includes exact equivalence.

One specific case of such an effective equivalence is that when 0 /∈ P, P is effectively equivalent to the projection
Q where Q = {x∣(x+min(P)) ∈ P}. This case corresponds to a shift ∆ where δ = min(P).

Proof. By contradiction, assume there exists a projection P, 0 /∈ P, where P is not effectively equivalent to Q,
where qi = pi−min(P) and ∆(Li, j) = Li, j−min(P). Then there must exist an l-mer Li, j such that P(∆(Li, j)) ∕= Q(Li, j).
However,

P(∆(Li, j))) = P(Li, j−min(P))

= si, j+p1−min(P)si, j+p2−min(P) . . .si, j+pk−1−min(P)

= si, j+q1si, j+q2 . . .si, j+qk−1 = Q(Li, j).

Therefore, no such l-mer Li, j exists and therefore P is effectively equivalent to Q.
Therefore, any projection P is effectively equivalent to a projection Q in standard form, where min(Q) = 0. This

reduces the space of possible projections where no two projections are effectively equivalent to at most ∑
k−1
i=1

(n
i

)
.

Note that the generation of effectively equivalent projections is also a source of bias in the generation of pro-
jections, as some projections are effectively equivalent to more projections than others. For example, when l = 3,
the projection {3,4,6} is also effectively equivalent to the projections {2,3,5}, {1,2,4} and {0,1,3} whereas the
projection {0,2,6} has no other effectively equivalent projection and so is four times less likely to be generated
(assuming the unbiased generation of projections described in Section 2.1).

3.1 Avoiding Effectively Equivalent Projections
To avoid generating effectively equivalent projections, it is simply necessary to ensure that the position 0 is part of
the projection generated. The simplest solution is what we shall refer to as 0-base Projections, which is to ensure that
the first position selected for any projection is position 0. The remaining positions can be selected as before, with
the only other change being that position 0 be excluded from the future draws (as it has already been generated).

4 Results
To demonstrate the effect of these optimisations, the number of unique projections, or hashes, generated using the
original basic hashing method (as seen in UPNT[4]) was compared to the number of unique hashes generated by the
unbiased hashing method (See Section 2.1). Experiments were performed 100 times for each condition. The one-
tailed unpaired t-test assuming non-equal variance was used to compute p-values. The test condition was projecting
up to k = 7 positions of l = 15 l-mers. This test condition replicates the parameters for PROJECTION when solving
the classic (15− 4) (l− d) motif-finding problem[2]. Timing results used a Python (http://www.python.org)
implementation1 and the internal timeit.Timer class, running the hashing function 1000 times.

4.1 Uniqueness of Hash Generation Methods
Figure 1 compares the number of unique hashes – hashes that are not equivalent. The unbiased hash function
generates more unique hashes than the basic hash function, markedly so as the number of iterations increases.
However, the difference is significant even at the smallest number of iterations tested (p < 1.24× 10−7 at 500
iterations). A five percent improvement in the number of unique hashes generated is seen by 7500 iterations.

Even more striking is the number of hashes which are effectively unique – hashes which are not effectively
equivalent. As the number of iterations increases, many of the hashes generated are effectively equivalent to a
previously generated hash. At the extreme, after 25000 iterations, an average of 12819 unique hashes were generated
by the unbiased hash generation method, but only 5966 of these were effectively unique – not effectively equivalent
to a previously generated hash. To compare, 11659 unique hashes were generated on average by the original hash
generation method, of which 5428 were effectively unique. The difference in effectively unique hashes generated
is significant even at the smallest number of iterations tested (p < 3.4× 10−23 at 500 iterations). Five percent
improvement was seen by 2000 iterations (See Figure 3).

Figure 2 shows the effect of using the 0-base method on generating effectively unique hashes. The number
of effectively equivalent hashes is increased substantially as effectively equivalent hashes are no longer generated.
0-base hash generation dominates the original hashing methods. As well, using 0-base, unbiased hash generation
generates more effectively unique hashes than than basic hash generation, even after the smallest number of iterations
tested (p < 7.06×10−11 at 500 iterations). Using 0-base unbiased hashing has over five percent improvement over
basic hashing at 500 iterations, rising to 26% by 10000 iterations (See Figure 3).

1Source and raw data at http://dnahelix.wikidot.com/locality-sensitive-hashing-for-motif-finding
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Figure 1. Average number of hashes that are unique and effectively unique over 100 trials. Unbiased hashing produces more
hashes than basic hashing, however, the number of unique hashes is greatly reduced if we consider effective equivalence.

Figure 2. Average number of effectively unique hashes over 100 trials using unbiased and/or 0-base hashing. The unbiased hash
generates more effectively unique hashes than the basic hash, and using 0-base increases this further.

Figure 3. Precentage improvement on the number of effectively unique hashes, comparing unbiased hashing and unbiased with
0-base hashing over basic hashing. Using both types improvements, over 27% improvement was seen after 10500 iterations.
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4.2 Runtime
The main caveat to using unbiased hash generation is the performance penalty incurred when rejecting hashes that
are not in the desired format, which can happen with significant frequency. For our test case, the unbiased hash
generation took on average 7.00× 10−5s to execute, whereas the basic hash generation took only 5.45× 10−6s.
However, this is mitigated by the fact that selecting a hash function is a relatively short step in the motif finding
algorithm, and would result in a net gain in cases where significantly more computation time is spent applying the
hash function and analysing the result, as is generally the case. One refinement would be the pseudo-random gener-
ation of the hashes, which could guarantee no duplicates are generated. The application of uniform projection[3] or
storing and rejecting all previously generated hashes could also mitigate this effect.

On the other hand, avoiding effectively equivalent projections actually simplifies generating the hash, as there
is one fewer random trial to perform. The unbiased hash generation took slightly less time than before, on average
6.12×10−5s. The basic hash generation was also only negligibly improved to 5.39×10−6s.

5 Conclusion
We have demonstrated here two methods to reduce the search space of possible hashes for applications of locality-
sensitive hashing in motif discovery. We note a bias in the random generation of hashes and define an effective
equivalence for hashes that generate nearly identical results. Methods to address both these points are demonstrated
to improve the uniqueness of hashes generated, especially when many hashes are generated.
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ABSTRACT 
In this paper we present a novel fuzzy algorithm for vessel tracking in retina images. The main tools of this system 

are Ant Colony Optimization algorithm (ACO) and eigenvector analysis of Hessian matrix. ACO, inspired by 

food-searching behaviors of ants and performs well in discrete optimization, has been used for optimizing 

objective function of fuzzy C-means(FCM) model and clustering pixels into vessel and background clusters and 

Hessian matrix has been used for determining vessel direction in tracking process. Estimating full vessel 

parameters, overcoming initialization and profile modeling in related works and handling junction of vessels in 

retina image are the most important advantages of this method. Experiments and results of proposed algorithm in 

ocular fundus image show its good performance in vessel tracking and parameters estimating.   

 Keywords: Ant colony algorithm, Fuzzy clustering, Hessian matrix, Vessel tracking, Retina images   

1 INTRODUCTION 
The detection and measurement of blood vessels can be used to quantify the severity of disease, as part of the 

process of automated diagnosis of disease or in the assessment of the effect of therapy. Retinal blood vessels have 

been shown to change in diameter, branching angles or tortuosity as a result of a disease. Thus a reliable method of 

vessel segmentation would be valuable for the early detection and characterisation of morphological changes [1].  

Vessel tracking is one of the common methods that are used in vessel segmentation. Most of vessel tracking 

methods begin from given initial points on the vessel and estimate the vessel width and orientation within a local 

region about the current point. Then a small step is taken along vessel direction and the procedure is repeated until 

stop conditions are satisfied. This method can calculate vessel centerline and diameter efficiently and provide a 

meaningful description of the vessel network. In the case of retina images, some works have been done according 

to this method that we can mention to [2-5]. In these papers, tracking was performed with respect to local 

information and tried to find maximum coincidence of vessels profile model. 

In our retina processing system, we automatically initialize starting points from optic nerve in retina image and 

the profile that is centered in starting point is acquired at the direction normal to the direction of proper 

eigenvector of Hessian matrix in center point. Ant colony algorithm, which is a novel method to minimize 

objective function of FCM model and known as ACO-FCM, is used for detection of vessel and background 

regions along vessel profile. The position of real center is calculated by finding weighted mean of profile pixel 

positions with membership function of vessel cluster as their weights. The next center point is approximated by 

using of vessel direction and look-ahead distance which is proportional to vessel diameter. 

The remaining of this paper is organized as follows: Section 2 provides a brief description of the Ant colony 

algorithm and its fuzzy application. Section 3 gives an overview of eigenvector analysis of Hessian matrix. Section 

4 represents the proposed vessel tracking algorithm. In section 5, the experimental results are described and finally 

we express conclusions.    

2 ACO-FCM CLUSTERING 
Ant colony optimization was originally introduced by Dorigo and Maniezzo in 1996 [6]. In their original work, an 

optimization algorithm called ant system was introduced and applied to discrete optimization problems such as the 

traveling salesman problem (TPS). After this original article many other applications of ACO were reported [7]. 

                                                           
1
 Corresponding author. E-mail: Sina.Hooshyar@gmail.com 

6



The main idea in ACO is to mimic the behavior of real biological ants in search of food. The ants are able to 

efficiently find the shortest path from the nest to the food source and back. Ants deposit pheromone trails along 

their paths depending on the length of the trail (the shorter the trail, the more pheromones are deposited) and ant 

moves more or less randomly, but prefers locations with higher pheromone concentrations. The pheromones 

evaporate over time; hence the paths can be abandoned if they were not preferred during time. The ACO algorithm 

imitates these mechanisms by choosing solutions based on pheromones and updating pheromones according to the 

solution quality (and evaporation) [7]. More information about ant systems can be found in [8]. 

 In traditional FCM model for clustering, a dataset � = ���, … , ��	 is classified into 
 ∈ �2, … ,  − 1	 clusters 

that the following objective function must be minimized: 

���, �� = � � ��������
�

���

�

���
 (1) 

where U is the fuzzy partition matrix, � = ���, … , ��	 is cluster centers vector, 
 ≥ 2 is the number of clusters of 

final partition, n is the number of available data, the elements ��� ∈  0,1" of U represent the membership of data 

object �� in cluster i, # > 1 is the fuzzifier that controls the fuzziness of the final partition, ��� = ‖�� − ��‖ is a 

distance metric between the data vector �� and cluster center �� .  
The FCM clustering algorithm calculates partition matrix  � ∈ '(�� , where:  

'(�� = )*� ∈  0,1"�×�, � ��� = 1
�

���
, - = 1, … , , � ���

�

���
> 0, . = 1, … , 
/0. (2) 

     It can be shown that the necessary conditions for local minimum of objective function  ���, �� are 
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     In 2005 Thomas A. Runkler [7] showed, by applying ACO-FCM algorithm to two types of databases, that FCM 

model optimized by ACO has better outcome than traditional optimization algorithm. In this algorithm each ant 

represents one of the data points �� ∈ � and assigns it to one of the C clusters based on a pheromone matrix 2 ∈ 3�×� . Each entry in the pheromone matrix P represents one entry in the partition matrix U. The basic idea is 

to randomly produce fuzzy partition � ∈ '(�� whose excepted value approximately corresponds to the 

normalized pheromone matrix P. This is done by adding Gaussian noise with variance σ to the normalized matrix 

P. After calculating objective function, pheromones matrix is updated according to evaporation rate and 

pheromone update function as following: 2�� = 2�� × �1 − 4� + ��� ����, �� − ���, ����� + 6�7⁄  (5) 

where ρ is evaporation rate, ε>0 and α>1 are user-specified parameters and ���, �����  is minimum objective 

function which has ever been achieved. In any iteration that ���, �� is more than  ���, �����  ,  2��  is updated 

based on difference between ���, �� and  ���, �����  otherwise we have ���, ����� = ���, �� if ���, �� is less 

than  ���, ����� , therefore, 2��  does not have very changes. The resulting ACO-FCM algorithm is summarized in 

Fig. 1. 

3 EIGENANALYSIS OF THE HESSIAN MATRIX 
Application of Hessian matrix to detect and analyze line-like structures has been investigated in many literatures 

and it is also used for segmentation and visualization of curvilinear structures in medical images [9,10]. The 

Hessian matrix is defined as: 

9 = :;<< ;<=;=< ;==>. (6) 

    Here, the second-order spatial derivative ;?@  is calculated by convolution between the input image and scaled 

second-order derivative of Gaussian filter: 

A��, B; D� = 12ED� FG<HI=H
�JH . (7) 

    The eigenvalues and eigenvectors of Hessian matrix denote vessel’s intensity and direction properties. Let K� 

and K� be the eigenvalues of Hessian matrix in given point as |K�| ≤ |K�| and �� and �� be the corresponding 

eigenvectors. It can be shown that vector �� is parallel to vessel axis-line while �� is perpendicular to that.    
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4 PROPOSED APPROACH 

4.1 Initialization 

There are some papers explaining how optic nerve can be found in retina images [11, 12]. These papers can be 

used to initialize algorithm. Having found the optic nerve, we form a sequence of points belonging to circle that 

bounds optic nerve. They are classified into vessel and background clusters by ACO-FCM algorithm. Each region 

in sequence that has more than three points with high membership degree in vessel cluster is considered as vessel 

candidate for starting the tracking process [5]. Center point of each region and its eigenvector of Hessian matrix in 

that point are defined as initial center pixel of vessel and its direction, respectively. False candidate points will be 

omitted within tracking algorithm. 

4.2 Tracking process 

The tracking will be started with initial points and its proper eigenvector of Hessian matrix. Let N� be a pixel on 

vessel centerline in current iteration and �� be eigenvector of Hessian matrix in center point that �� is parallel to 

vessel direction. The location of center point in next iteration, N�I�O , is calculated by: N�I�O = N� + P��� (8) 

where P� is look-ahead distance parameter and it is proportional to vessel diameter in pervious iteration. 

     Centered at this position, a profile vector P is obtained by sampling of gray-scale values pixels along a scanline 

perpendicular to the direction of eigenvector in current center position ��I�O . The length of profile is adapted to 

vessel diameter and is considered three times as much as vessel diameter in our work. The pixels gray-scale values 

of profile are classified into vessel and background clusters by ACO-FCM algorithm and center point of vessel is 

calculation by finding weighted mean of profile pixel position with membership function of vessel cluster as their 

weights: 

NQ�I� = ∑ #STUUTV�.� × 2�.�����∑ #STUUTV�.�����  (9) 

where #STUUTV  denotes membership function of vessel cluster. 

      In order to compensate vessel changes in situations that it has high curvature and adjust center point between 

two edges, the profile P is obtained again with NQ�I� and �W�I� as its center point and normal direction, 

respectively, that it is suggested by Sun [13] in 1989. The ACO-FCM classifies new profile and final center point 

is calculated by Equation (9). Right and left edge can be estimated as positions which have vessel and background 

Figure 1. Flowchart of ACO-FCM algorithm 
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membership functions almost equal in profile and vessel diameter is defined as distance between right and left 

edges. 

 4.3 Junctions 

When algorithm confronts junctions in its tracking, the profile becomes bimodal. In these cases, profile is 

separated into two regions in order to choose better path as Fig. 2(a). After each part is classified by ACA-FCM, 

its center is calculated by Equation (9) and the center point which its eigenvector of Hessian matrix has less angle 

with vessel direction in last valid profile is selected as next center point to continue tracking and the other center 

point is stored to be processed later. 

4.4 stopping criterion 

When vessel diameter is less than a specified threshold or right and left edges become very close, the algorithm 

terminates and stores centers points, right and left edges and diameters as vessel attributes and processes another 

initial point. 

5 RESULTS AND DISCUSION 
This algorithm has two groups of parameters. The first group is the ones belonging to ACO-FCM algorithm 

( #, D, 6, X, 4, Y�?<� and the other is tracking parameters (look-ahead, profile size). The value of fuzzifier # for 

calculating the partitions is set to 2. This is the value that is usually used in the literature. D is the variance of 

Gaussian noise added to the normalized pheromone matrix while ε>0 and  α>1 are user-specified parameters for 

updating pheromone matrix. An important parameter in ACO-FCM is evaporation rate �4�. If ρ is chosen very 

high, pheromones matrix in Equation (5) will be affected by random numbers (���� and worse results will be 

obtained. Y�?< is the iteration number of ACO-FCM and it must be high enough for decreasing objective function. 

The values of objective function versus the number of iteration have been shown in Fig. 3. In the second group, 

look-ahead distance influences computation time and it might miss several junction if it is selected large, hence, it 

is proportional to vessel diameter in pervious iteration. A fixed, large profile size would facilitate the detection of 

junction. However, in the case of vessels having small diameter the clustering algorithm would not provide valid 

cluster descriptions, therefore, the profile size is flexible and it is three times as much as last valid vessel diameter. 

     The vessel center and edge points of retina subimage extracted by algorithm are shown in Fig. 4. when Y�?< = 1000, 4 = 0.25, 6 = 0.01, D = 0.001, # = 2. 
6 CONCLUSIONS 

 In this paper we have investigated the tracking of blood vessels in retina images. The proposed tracking scheme 

does not need any user interaction or any model for vessel profile. As well as it efficiently handles junctions of 

vessels in angiograms. The initial points are automatically obtained from optic nerve and ACO-FCM is used to 

classify pixel along vessel profile, which is normal to vessel orientation obtained by eigenanalysis of the Hessian 

matrix, into vessel and background cluster. In addition, vessel parameters such as centerlines, edge lines and 

(b) (a) 

Figure 2. (a) The vessel membership function in bimodal state and two regions for calculating centers and (b) detection 

of junction corresponding to it. 
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diameters are calculated by proposed algorithm. The results demonstrate the good performance of method in the 

whole tracking process and detecting more complete vessel network in the ocular fundus photographs. 
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ABSTRACT 

 

Robot-assisted coronary artery bypass graft interventions rely on the assumption that pre-operatively acquired 

images and generated models represent the intra-procedure environment.  This assumption can be misleading since 

the heart is composed of soft tissue that undergoes changes during the peri-operative workflow. Quantifying those 

changes during the peri-operative workflow can be of values during off-pump cardiac interventions since it allows 

us to track the movement of surgical targets intra-operatively to better predict their new location based on the pre-

operative data. Here we present a method to quantify these changes from a global heart position perspective and a 

morphological feature change perspective. We use ultrasound images to identify the aortic and mitral valve annuli 

and measure their movement between different stages in the procedure. Based on these results, we can estimate the 

differences between the pre- and intra-operative anatomical features, how they may affect the position of surgical 

ports, and also identify the need to update or optimize the registration throughout the procedure workflow. We 

found that there are significant changes between all peri-operative stages that would affect the localization of 

surgical targets.  

Keywords: Off-pump intra-cardiac interventions, Heart movement, Morphological changes, Valve annuli, 

Principal component analysis, Eigenvalue decomposition. 

1  INTRODUCTION 

 

During robot-assisted artery bypass graft procedures clinicians obtain pre-operative computed tomography (CT) 

scans to identify port locations that will optimize access to the target vessels with the use of robotic instruments 

[1]. These target vessels are not easily identified intra-operatively, which forces surgeons to essentially predict the 

location of the surgical targets using the pre-operative images. The peri-operative surgical workflow presented 

with this procedure may alter the position and morphology of the heart, which can cause surgical targets and 

features used in image-to-patient registration to alter in position. Additionally, information about feature and target 

locations must be updated intra-operatively to allow adequate alignment of surgical targets [2]. Measuring the 

overall heart movement and morphological changes of selected features during the peri-operative workflow is 

crucial for intra-operative planning and guidance to avoid the need of conversion to a traditional, open chest 

procedure [2]. 

 

This work will focus on estimating the anatomical changes that occur between the three stages during the peri-

operative workflow of robot-assisted coronary artery bypass procedures. We will estimate these changes from a 

global heart positioning perspective and a selected-feature perspective (i.e. the mitral and aortic valves). Here we 

present an analysis of the changes in location of the heart and the variations in morphology of the features assisting 

with the model-to-subject registration. This information is not only critical to assess how different the pre-

operative anatomy is relative to the intra-operative one, but also outlines the necessity to update and optimize the 

registration throughout the workflow for better results [3].  
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2  METHODS 
 

To measure the effects induced in the heart morphology during the peri-operative work-flow, the mitral and aortic 

valve annuli of patients undergoing robot-assisted coronary artery bypass were reconstructed using real-time 

ultrasound (US) imaging at three stages during the procedure: stage 1 – anesthetized and double lung ventilation; 

stage 2 – single lung ventilation; and stage 3 – 10 cm H2O chest wall insufflations [4]. 

2.1 Peri-Operative Image Acquisition 
 

Ultrasound images were acquired using a magnetically tracked trans-esophageal echocardiography (TEE) 

transducer (Agilent Technologies, Canada) and a 6 degree of freedom NDI Aurora (Northern Digital Inc., Canada) 

magnetic sensor coil embedded with the transducer, facilitating spatial tracking of the transducer with use of a 

magnetic field generator placed underneath the operating table [3].  

 

Two-dimensional ultrasound images of the mitral and aortic valves were acquired at the same time point during 

the cardiac cycle - at mid-diastole. The imaging fan was rotated in 20 degree increments and a series of images 

were acquired for each valvular structure at each stage of the peri-operative workflow. The 2D images were then 

reviewed by an experienced echocardiographer and the mitral and aortic annuli were segmented by selecting 

corresponding points in each of the 2D images (Figure 1). Since the TEE transducer was spatially tracked, the 

acquired images and selected points corresponding to each segmented feature were positioned according to their 

spatial stamp within a common 3D coordinate system [5]. Ultimately the mitral and aortic valve annuli were 

reconstructed by connecting the selected points with a 3D spline, leading to a pair of annuli at each of the three 

work-flow stages, for each of the four patients who have undergone the procedure to date. 

 

 
 

Figure 1. a) Interactive software tool used for US image collection, feature identification and anulus point collection; b) US 

image showing segmented mitral and aortic annuli; c) US images depicting the heart at two different stages in the workflow 

and showing the segmented mitral and aortic valve annuli. 

2.2 Estimating Global Position and Morphological Changes 
 

Once the data points were acquired, they were reordered and shaped to outline either the aortic or mitral valve. The 

positions of these points were reported and the centroid of each valve during each stage was computed by finding 

the mean of each of the individual x, y, and z component (Equation (1)). By tracing the movement of the centroid 

we are able to track the global motion of the heart via the location change of the anatomical features. We chose the 

centroid location as a tracking measure of the feature of interest, as it provides both the magnitude and direction of 

the displacement (Equation (2)). 

 

                                                 (1) 

 

                                                          (2) 

 

Morphorlogical changes were explored via principal component analysis, singular value decomposition and 

eigenvalue decomposition. The principal component analysis procedure was performed on the centered annuli 

data, obtained by “translating” each annulus dataset to its standard position, where the translation vector was the 

negative of its corresponding centroidal position vector. A covariance matrix was then calculated for the centered 

set of data points and the geometric principal directions of the dataset were identified by performing an eigenvalue 

12



decomposition of the covariance matrix, (Eqs. (3) and (4)). Here we have A being a linear transformation and x is 

the eigenvector and λ being the scalar value of the eigenvalue. 

 

                                                              (3) 

 

                                                                                      (4) 

 

The eigenvectors corresponding to the largest and second largest eigenvalues represented the major and minor in-

plane orientations of the annulus, respectively, while the eigenvector corresponding to the smallest eigenvalue 

represented the unit normal vector describing its out-of-plane characteristics [6]. An orthogonal plane of best fit 

was then computed for each annulus, using the eigenvector corresponding to the lowest eigenvalue as its normal 

vector describing its orientation. We then computed the relative angular orientation of the two valvular structures, 

using the dot product of the normal unit vectors corresponding to the two valvular planes of best fit, n1 and n2, 

(Equation (5)).  

                                                          (5)  

3  RESULTS 

 
3.1 Morphological Feature Characterization 
 

We quantified any morphological changes by the use of principal component analysis, where the computed 

eigenvalues were associated with the effective length of the major and minor axes of each feature, as reported in 

Table 1. We did not report the out-of- plane axis since in many cases the associated eigenvalue was close enough 

to zero, showing that the feature did not present significant “out-of-plane” characteristics. 
 

Table 1. Morphological information (Mean ± Std. Dev.) of the mitral and aortic valve annulus at each stage of the peri-

operative workflow of RA-CABG interventions. N=4 patients. 
 

Workflow 

Stage 

Mitral Valve Annulus Aortic Valve Annulus Inter Annular 

Effective 

Length 

(mm) 

Effective 

Major 

Axis(mm) 

Effective 

Minor 

Axis(mm) 

Effective 

Length 

(mm) 

Effective 

Major 

Axis(mm) 

Effective 

Minor 

Axis(mm) 

Distance 

(mm) 

Angle 

(deg) 

Dual-lung 

ventilation 
134±12.8 17.0±5.7 10.3±4.7 97±14.1 13.0±7.7 8.95±5.5 31±4.2 49±5.6 

Single lung 

ventilation 
123±13.0 16.5±7.1 11.1±3.9 83±8.9 10.8±6.3 8.12±2.2 33±4.8 46±4.7 

Chest wall 

insufflation 
123±4.7 15.1±7.3 10.7±5.1 110±11.3 14.5±7.5 9.50±6.9 31±4.6 75±11.4* 

 
The morphological characterization of the mitral and aortic valve annuli revealed small variations in the effective 

perimeter and effective length of the major and minor axes of the valvular structures between the three stages for 

both types of procedure under investigation. The morphological variations of these features are important, as these 

valve annuli are used in the feature-based registration algorithm used to identify the transforms between 

subsequent stages in the procedure. If the geometry of the features changes drastically, then a ridig-body 

registration that only characterized the global movement of the heart may not be sufficient.  

 
According to our measurements, consistent variations were observed throughout all datasets at Stage 1 and Stage 

2, while larger variations were observed at Stage 3*. These variations resulted due to a poor definition of the 

valves in two of the patients, whose heart rates were too irregular to enable precise gating and acquisition of the 

US images at mid-diastole, resulting in an abnormally-reconstructed valvular geometry at that stage. However, 

considering that the images were reviewed off-line, after the procedure, the acquisition could not be repeated. 

 
3.2 Overall Heart Movement 
 

We then examined the overall heart movement on each valve individually. Table 2 shows the overall heart 

changes of the mitral and aortic valve between specified stages. We specified the overall heart movement by the 
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centroid movement, angular normal change. The movement of the heart during the robot-assisted CABG 

procedure from stage 1 (anesthetized, dual-lung ventilation) to stage 2 (single-lung ventilation) averaged to 24.0 ± 

3.0mm for the mitral valve and 32.7 ± 9.6mm for the aortic; from stage 1 to stage 3 (chest wall insufflation), the 

mitral valve experienced a movement of 29.5 ± 21.1mm and the aortic movement averaged to 34.9 ± 25.7mm. 

 
Table 2. Mitral and aortic valve movement between workflow stages of robot-assisted coronary artery bypass graft 

interventions with ± standard deviations. 

 

 

 

Workflow 

Stage 

Mitral Valve Aortic Valve 

Centroid 

Movement 

(mm) 

Angular Change 

of Normal (deg) 

Centroid 

Movement 

(mm) 

Angular Change 

of Normal (deg) 

Stage 1-2 24.0±3.0 40.3±25.2 32.7±9.6 36.6±9.6 

Stage 2-3 40.0±10.3 44.7±24.8 39.4±8.6 32.3±8.6 

Stage1-3 29.5±21.1 28.0±6.3 34.9±25.7 47.9±25.7 

 

In addition, we also quantified the change in orientation of the valvular plane based on the Euler angles computed 

using the orthonormal bases corresponding to each annulus at each stage in the procedure workflow. This change 

in orientation was reported in terms of the normal vector corresponding to the orthogonal plane of best fit for each 

valvular structure (Table 2). The direction of the corresponding normal vector and centroid location of each 

annulus are used in the registration algorithm used to identify the transformations between successive stages. 

 

For a better interpretation of the global heart displacement observed in this study, we used a registration algorithm 

driven by the mitral and aortic valve annuli corresponding to different stages in the workflow to transform a model 

of a human heart obtained by segmenting a patient’s pre-operative CT scan. The stage-to-stage displacement 

transforms were identified by registering the datasets corresponding to subsequent stages using a feature-based 

registration previously developed and tested in the laboratory; these transforms were then applied to the cardiac 

model to update its position from one stage to another. Figure 2 shows the model of the heart at Stage 1 (dual-lung 

ventilation) in red, along with its position and orientation at Stage 2 single-lung ventilation) in green, and 

ultimately at Stage 3 (following chest insufflation) in blue.  

 

 
Figure 2. Visual representation showing an automatically segmented epicardial model of a patient’s heart animated using the 

sequential peri-operative transforms based on the valvular structures. Stage 1 is shown in the left panel, Stage 1 & 2 are shown 

in the middle panel and Stage 1, 2 & 3 are shown in the right panel. Note a latero-posterior displacement of the heart following 

lung deflation, followed by a posterior displacement of the heart after chest insufflations. 

 

4  DISCUSSION AND CONCLUSION 
 

In the context of the robot-assisted CABG procedures, we have currently analyzed the data from 4 patients from a 

total of over 60 patients who have agreed to participate in the study. Similarly, we have noticed substantial 

movement of the heart and valvular structures induced during the deflation of one lung and the insufflation of the 

chest. The overall heart displacement was on the order of 24 ± 3.0 mm for the mitral valve and 37.2 ± 9.6 mm for 
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the aortic valve from stage 1 to stage 2. We see similar movements between stages 1 and 3 where we saw an 

average movement of 29.5 ± 21.1 mmfor the mitral valve and 34.9 ± 25.7 mm for the aortic valve. Global heart 

displacements on this order of magnitude are significant and hence the pre-operative plan needs to be updated to 

reflect these changes provide the clinician with the intra-operative location of the surgical targets. 

 

The morphological characterization of the mitral and aortic valve annuli has also revealed small variations in the 

effective perimeter and effective length of the major and minor axes of the valvular structures between the three 

stages. Using the GraphPad Prism 4 statistical analysis package, we have performed a statistical comparison using 

a two-way analysis of variance (ANOVA) between the effective perimeter and effective long and short axes of the 

mitral and aortic annuli across the patient sample. The result have shown that no significant differences (p > 0.05) 

existed between these parameters at different procedure stage, except for those due to the patient variability, such 

as the size of the patients and their organs. Moreover, no significant differences were observed in the inter-annular 

distance (p > 0.1). These two observations together suggest that no significant morphological changes have 

occurred during the procedure workflow and therefore a rigid body registration may be sufficient to update the 

pre-operative surgical plan for robot-assisted CABG procedures. 

 

The estimation of the global migration of the heart during the typical peri-operative workflow associated the robot-

assisted CABG procedures allows us to identify the position and orientation of the patient’s heart at the stage prior 

to therapy delivery and use this information to update an initial pre-operative plan derived solely based on a pre-

operative dataset. In turn, this information can be used to update the intra-operative location of the target vessel – 

typically the LAD coronary artery, and moreover, the optimal port placement location to ensure that the minimally 

invasive procedure will not need conversion to traditional open-chest surgery. In addition, similar technique can be 

employed to study the hear migration patterns during other minimally invasive procedures, such as mitral valve 

replacement or atrial septal defect repair procedures. In fact, we are currently investigating the development of a 

registration algorithm that can make use of the peri-operative heart displacement and adequately predict the intra-

operative location of surgical targets based on their pre-operatively determined location.  
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ABSTRACT
Discrimination of Outer Membrane Proteins (OMP) from other types of membrane and globular proteins is an
important step in their secondary and tertiary structure prediction. Moreover, a reliable discrimination method can
be used for whole genome analysis and hence discovery of new OMPs. In this paper, we propose an SVM-based
protein discriminator for OMPs (SPiD) from other types of proteins, i.e., globular and inner membrane proteins.
This approach uses amino acid and amino acid pair composition values, the length of protein sequence, and a newly
defined feature called β-barrel score. When applied to a dataset consisting of 1,087 proteins, SPiD achieves an
overall accuracy of 96%; to the best of authors’ knowledge, this is higher than the accuracy of other previous studies.
When SPiD is trained to pick up only outer membrane β-barrels, it reaches an overall accuracy of 99%.
Keywords: SVM, protein classification, membrane proteins

1 INTRODUCTION
The most remarkable fact about Gram-negative bacteria is their cell envelopes. It consists of two layers: Inner Mem-
brane (IM) and Outer Membrane (OM), which are separated by periplasm. IM is in direct contact with cytoplasm and
periplasm while OM is in contact with extracellular environment and periplasm [1]. Integral IM proteins span the
membrane by α-helices while integral OM proteins span the membrane by β-strands and form a β-barrel. OM Pro-
teins (OMPs) have diverse functions and are divided into several families: selective active and passive transporters
of molecules, enzymes, defense proteins, structural proteins, and toxins.

Several methods for discrimination of OMPs have been proposed in the recent years. These methods can be
divided into three major groups: methods using sequence alignment information and/or HMM [2, 3, 4, 5, 6], methods
based on amino acid composition values [7, 8, 9], and methods using amino acid sequence properties like estimated
folding pseudo-energy or average hydrophobicity [10, 11, 12]. In this paper, we propose an SVM-based protein
discriminator for OMPs (SPiD), using amino acid and amino acid pair composition values, sequence length, and a
feature especially tailored for β-barrels.

2 Materials and methods
2.1 Datasets
The dataset used here is the same as in [9], since it is one of the most challenging and comprehensive available
datasets. Moreover, the authors report the best results to date and it facilitates the fair comparison of our results
with those of previous studies. This dataset primarily consists of 377 OMPs and 268 α-helical membrane proteins
extracted from PSORT-B database [13], and 674 globular proteins from the PDB40D 1.37 database of SCOP [14,
15]. It is filtered for sequence identity of less than 40% using CD-HIT algorithm [16]. The resulting dataset has
208 OMPs, 206 α-helical membrane proteins, and 673 globular proteins consisting of all-α, all-β, α+β, and α/β

proteins. Herein after, we will define the following notation for the dataset used for discrimination: the set of outer
membrane proteins (OMP), the set of α-helical membrane proteins (TMH), the set of globular proteins (GLB), and
the set of non-OMPs (NOM).

In order to verify the capability of the proposed approach in discrimination of transmembrane β-barrels from α-
helical membrane and other non-β-barrel proteins, we also used TMPDB alpha non redundant and TMPDB beta no-
n redundant datasets [17]. These datasets consist of proteins with experimentally known structures that are filtered
∗Corresponding author e-mail: balipana@cs.uwaterloo.ca

16



for sequence similarity of less than 30%, using CLUSTALW version 1.81 [18]. TMPDB alpha non redundant
contains 231 and TMPDB beta non redundant contains 15 proteins.

2.2 Features
In a protein sequence of length N, for amino acids a and b, the peptide (amino acid) and dipeptide (amino acid pair)
composition values are defined by

Ca =
na

N
, Dab =

pab

N−1
, (1)

where na and pab are the number of occurrences of amino acid a and amino acid pair ab in the sequence, respectively.
OMPs usually have longer amino acid sequences than some of globular proteins, since for example forming a β-barrel
structure requires a minimum number of amino acids, so it was added too. We denote peptide composition value
features by C, dipeptide features by D, and sequence length feature by L. There are 20 “C” and 400 “D” features.

We define a new feature called β-barrel score whose original idea is taken from [4]. Every amino acid in the
membrane spanning section of the protein sequence can be either Lipid Exposed (LE) or barrel Interior Exposed
(IE). The β-strand score for every position i, Bi, is defined as [4]:

B1
i = ∑ j∈E L(ai+ j|ai+ j ∈ IE)+∑ j∈O L(ai+ j|ai+ j ∈ LE), (2)

B2
i = ∑ j∈E L(ai+ j|ai+ j ∈ LE)+∑ j∈O L(ai+ j|ai+ j ∈ IE), (3)

and Bi = max(B1
i ,B

2
i ); where in equations (2) and (3), L(ai+ j | ai+ j ∈ IE) = log(Pr{ai+ j|ai+ j ∈ IE}), which is

estimated from the real data; the same is true for the LE case. Moreover, the set of even and odd shifts are defined as
E = {0,2,4,6,8} and O = {1,3,5,7,9}. When summing L(ai+ j|ai+ j) values, we actually multiply the corresponding
probabilities. If we assume independence between consequent residues, Bk

i , k = 1,2 values are the logarithm values
of the probability that a β-strand starts at residue i with different assumptions, whether it is IE or LE. It turns out that
a window size of ten is optimum. After calculating Bi for all residues 1 to N− 9; we form the new feature called
β-barrel score (B) which is defined as B = 1

N−9 ∑
N−9
i=1 B2

i .
In Table 1, mean values of 20 peptide composition values, sequence length, and β barrel score features are listed

for GLB, TMH, NOM, and OMP datasets. To perform feature selection, we used backward elimination-forward
selection (BE-FS) method. Since running backward elimination on 400 dipeptide features is not feasible, we only
ran forward selection on them.

3 Results and Discussion
3.1 Implementation
We have used the LIBSVM software package1, which is both very fast and reliable. In each scenario, we repeated
each experiment for 100 times and each time randomly changed the permutation of proteins. The standard deviation
of the calculated results is approximately 0.1%. In order to optimize the RBF kernel parameters, we have used grid
optimization technique in two coarse and fine steps. It turned out that optimal values for penalty parameter and
kernel width were 10 and 2, respectively.

3.2 Performance evaluation
In order to participate all data points in the performance evaluation process, we use 5-fold cross validation. In order
to compare SPiD’s results with previous studies, we use measures that have been widely used before. Suppose TP,
FP, TN, and FN denote true positive, false positive, true negative and false negative assignments, respectively. By
positive we mean a correctly classified protein, and by negative we mean an incorrectly classified protein. We use
the following widely-used performance measures:

SEN = TP
TP+FN , SPC = TN

TN+FP , ACC = TP+TN
TP+FP+TN+FN , (4)

where SEN, SPC and ACC stand for sensitivity (ability to discover OMPs, a small sensitivity value indicates that
many OMPs will not be discovered), specificity (ability to correctly sift OMPs from non-OMPs), and overall accu-
racy which is an indicator of overall performance. Moreover, we use the Matthew’s correlation coefficient (MCC)
which is a better performance measure defined as follows [19]:

MCC = TP×TN−FP×FN√
(TP+FP)(TP+FN)(TN+FP)(TN+FN)

(5)

MCC value is zero for a completely random assignment and one for a perfect discrimination.

1Available at http://www.csie.ntu.edu.tw/˜cjlin/libsvm
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Table 1. Mean values of features
Feature GLB TMH NOM OMP

L 183 424 240 552
B 0.82 1.06 0.88 1.32

Ala 8.42 10.27 8.86 9.37
Arg 5.05 4.45 4.91 5.23
Asn 4.40 3.06 4.09 5.44
Asp 5.84 3.32 5.25 5.88
Cys 1.47 0.85 1.32 0.41
Gln 3.94 3.21 3.77 4.71
Glu 6.72 3.74 6.02 4.86
Gly 7.65 8.33 7.81 8.69
His 2.20 1.68 2.08 1.25
Ile 5.77 7.50 6.17 4.72
Leu 8.50 12.72 9.49 8.94
Lys 6.17 3.38 5.52 4.89
Met 2.19 3.58 2.52 1.66
Phe 3.77 5.49 4.17 3.75
Pro 4.47 4.29 4.43 3.74
Ser 5.77 5.88 5.79 8.04
Thr 5.71 5.20 5.59 6.31
Trp 1.34 2.05 1.51 1.24
Tyr 3.42 2.82 3.28 4.13
Val 7.20 8.19 7.43 6.75

All composition values are in percentile.

Table 2. OMP-GLB discrimination results
Features SEN SPC ACC MCC

L+20C+B 89.3 98.4 96.1 0.896
L+9C+B 89.0 98.9 96.5 0.904
L+9C+2D+B 89.9 98.8 96.6 0.908

Table 3. OMP-TMH discrimination results
Features SEN SPC ACC MCC

L+20C+B 95.9 93.2 94.6 0.892
L+10C 96.3 94.7 95.5 0.910
L+10C+3D 98.2 96.3 97.3 0.945

Table 4. OMP-NOM discrimination results
Features SEN SPC ACC MCC

L+20C+B 86.2 97.7 95.4 0.855
L+13C+B 85.0 98.3 95.6 0.861
L+13C+3D+B 87.0 98.2 96.0 0.872

SEN, SPC, and ACC are in percentile.
The best results are shown in bold.
First line, shows the performance measures without
dipeptide features; second line after backward elim-
ination; and the third line after forward selection ran
only on dipeptide composition features.

3.3 Discrimination of OMPs
We experimented discrimination of OMPs in three scenarios: from globular proteins (OMP-GLB), from α-helical
membrane proteins (OMP-TMH), and from non-OMPs (OMP-NOM).

3.3.1 OMP-GLB and OMP-TMH discrimination
In Table 2, performance results of OMP-GLB discrimination are listed. Initial ACC and MCC values are better than
previous studies’ results; while backward elimination and forward selection even more improved these results. After
backward elimination, remaining amino acids were aromatic (Trp and Tyr) and polar residues (Cys, Gln, Pro, His
and Thr). The added dipeptide composition features were Asp-Phe and Tyr-Asn, both a combination of a polar and
an aromatic residue, which are abundant in OMPs.

In OMP-TMH scenario (results listed in Table 3), backward elimination improved ACC and MCC by 0.9% and
0.018, respectively; and removed β-barrel score and half of the peptide composition values. The remaining residues
were good α-helix formers (Ala and Met), bad α-helix formers (Gly, Pro, Ser, Tyr), and Asp, His, Ile and Lys.
Forward selection added Gln-Ala (polar-aliphatic), Asp-Ala (charged-aliphatic), and Glu-Phe (charged-aromatic),
and boosted ACC and MCC values by 1.8% and 0.035, respectively.

3.3.2 OMP-NOM discrimination
OMP-NOM discrimination is more important than other scenarios, therefore, we elaborate more on it. Discrimina-
tion accuracy using all 20 amino acid composition values, length of protein sequence, and β-barrel score was quite
acceptable and better than all previous studies. Backward elimination, did not improve the performance so much but
reduced the number of features from 22 to 15; most of the omitted features had close mean values. Forward selection,
added 3 dipeptide features: Asp-Ala (charged-aliphatic), Glu-Phe (charged-aromatic) and Asn-Lys (polar-charged);
These added features boosted ACC and MCC values from 95.6% and 0.861 to 96% and 0.872, respectively. It is
important that sensitivity was improved from 85% to 87%. Detailed performance measures are listed in Table 4.
The relation between MCC and SEN values for different values of SPC for OMP-NOM discrimination is depicted
in Figure 1. It can be seen that MCC value nearly grows linearly with the growth of SEN value.

In order to better analyze the performance, for each protein, the probability of being classified incorrectly is
estimated by running the discrimination experiment 500 times and counting the number of times that any protein
is classified incorrectly, whenever it is in the validation dataset. The estimated probabilities are depicted in Figure
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Figure 1. MCC values vs. sensitivity for different values
of SPC for OMP-NOM discrimination.
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Figure 2. Estimated probability of error for all proteins.

2. It is interesting that some proteins (mostly OMPs) are always misclassified, i.e., their estimated probability of
error is one and some proteins (mostly globular proteins) are never misclassified. The detailed results of estimated
misclassification error probabilities are listed in Table 7.

3.4 Discrimination of β-barrels
In a more specific discrimination scenario, we apply our approach to discrimination of transmembrane β-barrels from
other types of proteins. To do so, we have used the TMPDB alpha non redundant, TMPDB beta non redundant and
GLB datasets. It is interesting that the mean β-barrel score feature of β-barrels (1.79) is nearly twice as other datasets
(0.81 for GLB, 0.98 for TMH, and 0.85 for α-helical membrane and globular proteins dataset), and has a very large
mean difference in all scenarios. It is mainly because this feature is especially tailored for β-barrels. We use the same
set of features that are found after performing backward elimination-forward selection in OMP-NOM discrimination.
Performance results are listed in Table 6. In all cases discrimination accuracy is very high.

Table 5. Comparison with other studies.

Method Scenario SEN SPC ACC
SPiD OMP-GLB 89.9 98.8 96.6
(SVM) OMP-TMH 98.2 96.3 97.3

OMP-NOM 87.0 98.2 96.0

[7] OMP-GLB 85.5 92.5 92.1
(Linear Classifier)

[9] OMP-GLB 88.0 90.4 94.4
(SVM) OMP-TMH 99.0 92.7 95.9

OMP-NOM 90.9 94.7 93.9

[12] OMP-GLB 83.7 97.6 94.3
(Neural Network) OMP-TMH 91.8 91.7 91.8

OMP-NOM 81.3 97.5 94.4

Table 6. Results of β-barrel discrimination.

Scenario SEN SPC ACC MCC
BB-GLB 75.3 99.6 98.9 0.782
BB-AA 95.8 100 99.6 0.974
BB-NBB 80.0 99.8 99.3 0.829

BB: TMPDB beta non redundant
AA: TMPDB alpha non redundant
NBB: AA + GLB

Table 7. Estimated probability of error analysis.

Dataset size Pe = 0 0 < Pe < 1 Pe = 1
GLB 673 0.96 0.04 0.00
TMH 206 0.93 0.05 0.02
OMP 208 0.78 0.13 0.09

Total 1087 0.92 0.06 0.02

4 Discussion and Conclusion
In this study, we poposed SPiD, a new SVM-based approach for discrimination of OMPs and in a more specific case,
transmembrane β-barrels. By adding two features to the peptide and dipeptide composition values and performing
feature selection, SPiD was proved to be very accurate. Park et al. proposed a method based on amino acid and amino
acid pair composition values and reported an accuracy of 93.9% in a set of 208 OMPs that was calculated using 5-
fold cross validation [9]. Gromiha and Suwa developed a method based on amino acid properties and reported a
prediction rate of 94.4% [12]. In comparison to the aforementioned studies, SPiD achieved OMP-GLB, and OMP-
TMH, OMP-NOM discrimination accuracies of 96.6%, 97.3%, and 96.0%, respectively. When trained to pick only
β-barrels, SPiD was able to reject 913 out of 919 non-β-barrels and cover 12 out of 15 β-barrel families. Moreover,
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by performing error probability analysis, it turned out that some proteins were always misclassified because they
were more similar to non-OMPs.
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ABSTRACT 
A technique is proposed to segment the lung’s air voxels in an image sequence based on a novel image sequence 
analysis. The concept involves using the image sequence’s combined histogram to estimate the lung’s air volume 
and its variations throughout respiratory CT image sequences. Accurate estimation of these parameters is very 
important in many applications related to lung disease diagnosis and treatment systems (e.g. brachytherapy) where 
the air volume and its variations are either the variables of interest themselves or are dependent/independent 
variables. Ex vivo experiments were conducted on porcine left lungs in order to demonstrate the performance of 
the proposed technique. The proposed method was validated using a breath-hold CT image sequence with known 
air volumes inside the lung. The results indicate a very good ability of the proposed method for estimating the 
lung’s air volume and its variations in a respiratory image sequence. 
 

Keywords: Air, Volume, Segmentation, Respiratory, CT, Sequence, Lung, Brachytherapy 

1  INTRODUCTION 
Estimation of lung air volume and/or its variations throughout a respiratory sequence has been proposed by several 
groups in several applications [1, 2]. However, what seems to be a major shortcoming in most of these studies is 
the lack of a more reliable non-empirical approach to obtain customized upper and lower segmentation threshold 
values. Such systematic approach can replace existing empirical approaches that usually hamper segmentation 
accuracy. Since empirical approaches for finding upper and lower threshold values for accurate lung’s air 
segmentation are usually unavailable, threshold values are often set to segment both lung tissue and air (whole 
lung). The air volume variations in the sequence are then estimated by calculating the whole lung volume 
differences within the image sequence. In this approach, however, the lung’s air volume in each image needs to be 
estimated from the whole lung volume, or its corrected version using another empirical correction factor. This 
usually results in higher errors in estimating both the lung’s air volume and its variations throughout the sequence. 

There are other applications; e.g. lung brachytherapy systems, where the lung’s air volume and/or its variations 
during a respiratory sequence could be used as either a dependent [3, 4] or independent [5] variable. However, in 
some cases, due to lack of a reliable method to track the lung’s air volume variations, one might prefer to use other 
variables which are correlated with the volume changes while being easier to measure or track accurately [6]. In a 
recent study conducted in our laboratory, Sadeghi Naini et al proposed a novel method to reconstruct the CT 
image of a totally deflated lung based on its partially inflated images [5]. Such a CT image would be very useful in 
performing tumor ablative procedures such as brachytherapy [7] for treating lung cancer. These procedures are 
usually performed after the target lung is completely deflated before starting the surgery. This implies that the lung 
physical domain would be no longer represented accurately by the pre-operative CT images. The proposed method 
consisted of acquiring a number of pre-operative breath-hold CT images at different lung volumes controlled by a 
ventilator and/or a volume-meter transducer. Each two successive CT images in the sequence were, then, 
registered with each other to obtain the registration parameters. Subsequently, each registration parameter was 
described as a function of the lung’s air volume variation. Registration parameters corresponding to the totally 
deflated lung were then determined using extrapolation. Finally, the CT image of the totally deflated lung was 
reconstructed by registering the pre-operative image of the least inflated lung using the extrapolated parameters. 
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Although the concept proposed in this study was proven to be effective, its implementation using static breath-hold 
CT images may not be practical in clinical settings. In contrast to the static breath-hold imaging protocol, the free-
breathing 4DCT is more suitable in the clinic as it is more straightforward to implement and less time consuming 
while being more convenient for patients. However, since there is no control mechanism over the lung’s inhaled 
air volume while free-breathing 4DCT images are acquired, the lung’s air volume corresponding to the image set 
is unknown. Hence, in order to apply the extrapolation technique in conjunction with the free-breathing 4DCT 
imaging protocol, an effective technique for estimating the lung’s air volume and its variations is a paramount 
necessity. 

In this paper, a technique for accurate image sequence segmentation is introduced based on a novel image 
sequence analysis. The concept is equally useful for segmenting image sequences, both static and dynamic. As 
described in Section 2, this concept is proposed to estimate the lung’s air volume and its variations in respiratory 
CT image sequences using sequence combined histogram. Ex vivo experiments were conducted on porcine left 
lungs in order to demonstrate the validity of the proposed method. The proposed method was validated using a 
breath-hold CT image sequence with known lung’s air volumes. The experiments conducted and the results 
obtained are presented in Section 3. As discussed and concluded in Section 4, the obtained results indicate a very 
favorable ability of the proposed technique for estimating the lung’s air volume and its variations in a respiratory 
image sequence. 

2  METHOD 

2.1 Preliminaries 
Image segmentation is defined as the process of assigning each image pixel/voxel to a specific class. Methods for 
performing image segmentation vary widely from simple techniques to complex algorithms. Typically, they 
depend on the specific application, imaging modality, and other factors. There is currently no general purpose 
segmentation method that yields acceptable results for any medical image. Although there are more general 
methods that can be applied for various types of images, methods that are specialized to particular applications can 
often achieve better performance by taking a priori knowledge into account. In many segmentation methods, 
finding proper algorithm parameters, e.g. threshold, initial seed, etc., is a key step. However, these parameters are 
usually found empirically. This usually results in significant errors during the segmentation process. 

Thresholding is a simple, yet often effective segmentation technique which divides the image into desired 
classes by comparing each image pixel/voxel value with a number of intensity values called thresholds. The most 
important step in the thresholding method is fine tuning the threshold values. These values have significant 
influence on the accuracy of the segmentation algorithm. As mentioned before, in many applications involving 
biomedical imaging procedure, this step is frequently implemented empirically. However, as suggested in the next 
section, a proper threshold value can be determined systematically for a given image sequence by simple analysis 
of the image sequence. 

2.2 Air volume estimation algorithm 
Fig. 1 shows a block diagram of the proposed method for estimating the lung’s air volume and its variations in a 
respiratory CT image sequence. While simple, the main idea is quite effective. The concept takes advantage of the 
fact that the segmentation classes appear in all images in the sequence, though with variable shape and size. More 
specifically, each image in the sequence mainly consists of three segmentation classes including background, 
lung’s air, and soft tissue. Considering mass conservation of the lung’s air during respiration, a reduction in the 
volume of the background leads to equal increase in the volume of air in the lung and vice versa. In addition, 
taking into account the soft tissue incompressibility or near incompressibility, the volume of the soft tissue is 
(almost) constant throughout the image sequence. The proposed technique employs these constraints in order to 
find the best segmentation thresholds for a variable class throughout the sequence. 

The algorithm starts with the input block where the whole image sequence is input. In the first step, histograms 
of all images within the sequence are calculated separately. These histograms are then passed to the second block 
where they are overlaid in order to form the sequence’s combined histogram. After smoothing the histogram 
curves in order to remove high frequency noise-like variations, the convergence points in the sequence’s combined 
histogram are extracted in the next block. The convergence points are defined as those intensity values within the 
combined histogram where all the separate histograms converge together, i.e. the distances between them tend to a 
minimum. These points are the optimum points to be used as the segmentation thresholds, since they best satisfy 
all the images’ histograms besides satisfying the air mass conservation and tissue incompressibility constraints. 
After segmentation is performed using the determined threshold values in the fourth block, the fifth block counts 
the voxels segmented as the lung’s air for each image separately. In the sixth block, the lung’s air volume is 
calculated for each image by multiplying the number of voxels counted as the air by the voxel size. Finally, the 
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last block calculates the air volume variations within the sequence by subtracting the lung’s air volumes between 
successive images. The experiments conducted to validate this approach are presented in the next section. 
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Figure 1. Block diagram of the algorithm proposed to estimate the lung’s air volume and its variations in a respiratory CT 
image sequence. 

3  Experiments and results 
Ex vivo experiments were conducted on a porcine left lung in order to validate the proposed technique. The 
experiments were conducted using a number of static breath-hold CT images from a respiratory sequence acquired 
while the lung’s air volume was controlled and known in each image. The lung obtained from an adult ~80 kg pig 
was inflated using an intra-trachea tube and a North American Drager Narkomed 2A ventilator machine. The air 
volume inside the lung was controlled by the ventilator. Micro-CT imaging was performed using a GE Locus Ultra 
scanner. The static breath-hold CT images of the lung were acquired at volumes of 700 ml, 600 ml, and 300 ml, 
respectively. The final images size was (228x186x324) voxels with a voxel size of (0.623) mm3. These three 3D 
images were fed to the air volume estimation algorithm as the respiratory image sequence. Fig. 2 shows the 
combined sequence histogram obtained for these images. In this figure, the second hill belongs to the lung’s air 
voxels in different images. The convergence points at the beginning and the end of this hill are indicated by 
arrows. As mentioned before, these points are the optimum points to be used as the upper and lower thresholds for 
segmenting the lung’s air since they best satisfy all the images’ histograms.  

Fig. 3 demonstrates one middle slice of the CT images acquired at different volumes where the air inside the 
lung is segmented using the obtained threshold values. The lung’s air volumes calculated based on the performed 
segmentation are given in Table 1. The table indicates that the estimation errors range from 5% to 6.3%, which is 
reasonably low. In other words, the accuracy of the proposed method for estimating the lung’s air volume in a 
respiratory sequence is sufficiently good. 

1  Discussion and conclusions 
In this paper, a novel concept of image sequence analysis was introduced in order to obtain appropriate lower and 
upper threshold bounds for threshold-based lung image segmentation. This concept is equally useful for 
segmenting both static and dynamic image sequences. In this research, the concept was utilized to estimate the 
lung’s air volume and its variations in respiratory CT image sequences using a combined sequence histogram. Ex 
vivo experiments were conducted on porcine left lungs in order to prove the concept. The proposed method was 
validated using a breath-hold CT image sequence with known lung air volumes. The obtained results indicated a 
very good ability of the method for estimating the lung’s air volume and its variations throughout a respiratory 
image sequence. Considering its favorable capabilities, this technique can be used effectively in clinical 
applications such as lung brachytherapy where the lung’s air volume and/or its variations in a respiratory sequence 
are needed. 
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Figure 2. Combined sequence histogram for a respiratory sequence consisted of three static breath-hold CT images acquired at 
700, 600, and 300 ml, respectively. The figure has been zoomed in to focus on the region of interest within the original 
combined histogram; lower and upper segmentation thresholds are indicated by arrows. 
 

 

(a) 

 

 

  (c) (b) 

Figure 3. One middle slice of the static breath-hold CT images acquired at: (a) 700 ml, (b) 600 ml, (c) 300 ml; the air inside the 
lung is segmented using the lower and upper threshold values extracted from the sequence’s combined histogram. The bright 
and dark regions show the air and soft tissue with the background, respectively. 
 

Table 1. Summary results of estimated lung’s air volumes in the respiratory CT sequence. 

Image # Air volume inside the lung Estimated air volume inside the lung Error  
1 700 ml 665 ml 5% 
2 600 ml 562 ml 6.3% 
3 300 ml 319 ml 6.3% 
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ABSTRACT 
A common weakness of most conventional imaging modalities is that although they can detect the presence of 
pathological tissues, they are incapable of classifying tumors and determining whether they are malignant. To 
address this major issue, elastography has been developed. This is an imaging technique that provides the spatial 
distribution of tissue stiffness. The main idea behind elastography is the fact that tissue pathological changes such 
as those associated with cancer trigger significant changes in the tissue mechanical properties. The mechanical 
behavior of a tissue can be described by parameters characterizing its linear or nonlinear behavior. While soft 
tissues demonstrate linear behavior under small strains, many clinical applications including elastography involve 
large strains rendering linear models inaccurate for tissue simulation. Among existing nonlinear models, the 
Veronda-Westman model has gained much interest because of its exponential form that is consistent with soft 
tissue mechanical response. However, in elastography where the spatial distribution of this model’s parameters 
must be determined by solving an inverse problem, the exponential form poses serious challenges such as 
convergence and computation time. To solve the inverse problem, previous methods involved using time-
demanding optimization/regularization routines. In this work, we propose a novel technique that does not involve 
optimization/regularization. 

Keywords: Soft tissues, elastography, hyperelasticity, Veronda-Westman, inverse problem 

1  INTRODUCTION 
According to statistics, cancer is the second leading cause of death worldwide. There are many types of cancer 
humans can develop among which breast cancer is the second most common type in women [1]. Another common 
cancer is liver cancer, which is the fifth most common type worldwide, and has the highest mortality rate of 97% 
in diagnosed patients [2]. The most important factor in the treatment of all types of cancers is early detection and 
diagnosis. If the cancerous tissue is diagnosed at early stages, there is a greater chance of treating it with little risk 
to the patient’s health. Currently, medical imaging is the most common way to detect cancerous lesions. While 
sufficient for detecting pathology, many conventional imaging modalities (e.g. CT, MR) suffer from low 
specificity. This means that although the presence of a tumor within the tissue can be detected, such imaging 
modalities provide very limited information about the type of the detected abnormality, and most importantly 
whether it is malignant. To address this, researchers have proposed several methods including elastography, which 
images tissue stiffness. This is an important development, as data indicate that various pathological tissues exhibit 
different stiffness characteristics. 

2  THEORY 

2.1 Elastography 
Elastography is an imaging technique in which tissue stiffness is imaged and used to detect or classify tumors. In 
this work, we focus on the classification capability of elastography, as the presence of tumor can be ascertained 
using other conventional imaging modalities. Elastography was first introduced by J. Ophir et al [3]. The basic 
idea behind elastography is the fact that tissue pathological changes often trigger substantial stiffness changes. The 
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core of elastography techniques is their inverse problem of stiffness parameter reconstruction. Reconstruction 
techniques are based on elasticity constitutive models that are selected to model the forward problem. These are 
divided into linear and nonlinear (hyperelastic) models. Linear elasticity assumes that the relationship between 
stress and strain is linear, and uses two parameters (Young’s modulus and Poison’s ratio) to describe the 
mechanical behavior of tissue. However, given that most soft tissues exhibit nonlinear characteristics under the 
mechanical stimulation of elastography procedures, we employ a hyperelastic formulation. Moreover, tissue 
hyperelastic parameters can be used for cancer diagnosis. The constitutive relationship of incompressible 
hyperelastic materials is as follows: 

        (1) 

In this equation  is the deviatoric stress,  indicates the deviatoric part, and  is a strain energy function. 
Other parameters ( , , ,  and ) are functions of displacements and can be calculated using the acquired 
displacement data. 
 

2.2 Veronda-Westman Model 
One of the best nonlinear models in terms of providing a very close fit to typical stress-strain curves of soft tissues 
is the Veronda-Westman model, which was originally introduced in 1970 [4]. It has been recently used by several 
researchers in modeling soft tissues [5, 6, 7]. This model has an exponential form, and uses three parameters 
( ,  and ) to describe tissue nonlinear behavior: 

    1 3     (2) 

3  METHODS 

3.1 Problem Definition 
We need to solve an inverse problem where the tissue displacement data is available to reconstruct the tissue 
hyperelastic parameters. To form the inverse equations we substitute the Veronda-Westman energy function 
(Equation (2)) in Equation (1) to obtain: 

       (3) 

This equation is nonlinear in terms of  and ; therefore, simple matrix-based system inversion is not 
possible. Previous inversion techniques have used optimization and/or regularization steps for parameter 
reconstruction [5, 6]. The novelty of this work is the development of a new approach where no optimization or 
regularization is necessary. With this approach, the complexity and computation time are reduced drastically. 
 

3.2 Novel Inversion Technique 
The main idea of the proposed approach is to use an approximation to the exponential term of the Veronda-
Westman energy function. Having this approximation, we use a change of variables technique, which changes the 
system of equations into an equivalent linear system of equations in terms of the new variables. Hence, we solve 
this linear system for the new variables. Finally, we determine the unknown ,  and  parameters using the 
obtained new variables. The whole procedure consists of three steps. In each step, one of the unknown parameters 
of ,  and  is reconstructed. 

In the first step, we use the first three terms of Taylor’s series to expand the exponential term, and then, to form 
the described linear system of equations. Since we used a gross approximation of the exponential term, we obtain 
rough estimations of  and  by solving this equivalent system; however, as Equation (3) is linear in terms of , 
we find the accurate value of  in this step. 

In the second step, we improve the estimated  values, as we have an estimation of  from the previous step, 
which enables us to obtain a much better approximation to the exponential term. One way to obtain such an 
approximation is to use the polyfit function in MATLAB, which uses the least squared errors measure to find the 
closest polynomial approximation to a given function. Fig. 1 shows the higher accuracy of the polyfit 
approximation compared to the Taylor’s series expansion.  Hence, once again the procedure in the first step is 
repeated, this time to find the accurate value of . 

To find , Equation (3) can be solved directly for  based on the obtained  and . This whole process 
takes less than a second to finish since no regularization or optimization steps are included. 
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Figure 1. Comparison of two different approximations of polynomial fitting and Taylor’s series 

4  NUMERICAL PHANTOM VALIDATION 

4.1 2-D Numerical Phantom 
In this validation, we consider a breast undergoing ultrasound (US) elastography. We created a Finite Element 
(FE) model of a 2-D breast phantom (Fig. 2) to validate the proposed method. This phantom consists of three 
different layers: an elliptical inclusion, middle and outer layers which represent the tumor, fibroglandular and 
adipose tissues, respectively. We use ABAQUS software to perform a FE analysis where we apply 30% of 
compression to simulate the compression applied by a US imaging probe. To solve the inverse problem we assume 
that the hyperelastic parameters of the normal (adipose and fibroglandular) tissues are available [8]. Thus, we 
follow a constrained reconstruction procedure similar to the one presented by Mehrabian et al [6]. 

                                        
 
 
 
 
 
 
 
 

 
 
 

Figure 2. FE model of the phantom before applying deformation, and after applying ultrasound probe compression 

4.2 3-D Numerical Phantom 
In this example, a 3-D breast phantom undergoing MR elastography is studied. This phantom is similar to the 2-D 
counterpart. It has the same three layers (adipose and fibroglandular tissues, and a tumor). Different views of this 
phantom are shown in Fig. 3. 
 
 
 
 
 
 
 
 
                                         
 
 
 

Figure 3. FE model for 3-D breast mimicking phantom in pre-compression and post-compression states 
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Again, we solve for the hyperelastic parameters of the tumor tissue assuming known parameters for the normal 
tissues. We use the same reconstruction algorithm here. The only difference is that the equations are formed 
considering three dimensions instead of a 2-D framework. 

5  RESULTS 
We tested the method on both 2-D and 3-D phantoms for a wide range of hyperelastic parameters on 100 different 
sets. These 100 sets of parameters were randomly selected such that they covered the entire range of hyperelastic 
parameters that O’Hagan [9] has reported for Veronda-Westman model of real breast tumor samples. As an 
indication, we have included reconstruction results for five sets of those 100 samples here. These five sets are 
shown in Table 1, and corresponding reconstruction results for 2-D and 3-D cases are shown in Tables 2 and 3, 
respectively. For the 2-D phantom, the maximum error we obtained was less than 4%, and the average error was 
1.93%. For the 3-D phantom, we observed a maximum error of less than 2%, and an average error of 1.11%. 

Table 1. Parameters used to construct both 2-D and 3-D phantoms 
 

Test No. 
Real  (  are in kPa,  is unitless) 

Adipose tissue Fibroglandular tissue Tumor tissue 
         

1 2.79 -1.12 1.11 5.38 -2.29 2.58 8.20 -2.15 3.39 
2 3.28 -1.51 2.23 5.26 -3.46 3.13 9.37 -2.33 4.25 
3 4.59 -1.60 1.29 7.67 -2.22 1.94 10.13 -3.66 2.81 
4 3.81 -0.49 1.54 5.83 -3.25 2.31 11.05 -2.41 3.72 
5 5.68 -1.47 1.34 8.25 -4.29 2.30 13.68 -3.72 3.38 

Table 2. Reconstructed tumor parameters for the 2-D phantom 
 

Test No. 
Reconstructed  (  are in kPa,  is unitless) 

 
(true) 

 
(solved) 

Error 
(%) 

 
(true) 

 
(solved) 

Error 
(%) 

 
(true) 

 
(solved) 

Error 
(%) 

1 8.20 8.29 1.10 -2.15 -2.09 2.79 3.39 3.35 1.18 
2 9.37 9.54 1.81 -2.33 -2.27 2.58 4.25 4.09 3.76 
3 10.13 10.24 1.09 -3.66 -3.63 0.82 2.91 3.01 3.43 
4 11.05 11.22 1.54 -2.41 -2.36 2.07 3.72 3.60 3.23 
5 13.68 13.37 2.27 -3.72 -3.58 3.76  3.38 3.42 1.18 

Table 3. Reconstructed tumor parameters for the 3-D phantom 
 

Test No. 
Reconstructed  (  are in kPa,  is unitless) 

 
(true) 

 
(solved) 

Error 
(%) 

 
(true) 

 
(solved) 

Error 
(%) 

 
(true) 

 
(solved) 

Error 
(%) 

1 8.20 8.06 1.71 -2.15 -2.18 1.40 3.39 3.44 1.47 
2 9.37 9.27 1.07 -2.33 -2.32 0.43 4.25 4.29 0.94 
3 10.13 10.01 1.85 -3.66 -3.62 1.09 2.91 2.86 1.72 
4 11.05 11.03 0.18 -2.41 -2.44 1.24 3.72 3.72 0.00 
5 13.68 13.54 1.02 -3.72 -3.67 1.34 3.38 3.40 0.59 

6  DISCUSSION AND CONCLUSION 
Elastography is a powerful technique that can be used to determine the types of breast tumors. While linear 
elastography lacks the capability to model soft tissues because of their nonlinear behavior, hyperelastic models are 
better suited for this purpose. Veonda-Westman is a hyperelastic model that has been used recently to model soft 
tissues, especially breast tissue. Its exponential form makes it capable of modeling nonlinear behavior of soft 
tissues highly accurately; however, its corresponding hyperelastic parameter reconstruction problem leads to a 
nonlinear system of equations. 

Previously proposed techniques involve regularization and/or optimization, which are very time-consuming 
and are not guaranteed to converge. In this work, we presented a novel solution to this nonlinear system which is 
much faster and yet reasonably accurate. This solution is straight-forward, as it does not use regularization or 
optimization. The technique was validated using 2-D and 3-D phantom studies where its performance in 
reconstructing tissue hyperelastic parameters was demonstrated. These studies indicated reconstruction errors of 
less than 4% and 2% in the 2-D and 3-D phantoms, respectively. In terms of speed, the proposed method reduced 
the computation time by 1/9 compared to Gokhale’s work [7], and by 1/3 compared to Mehrabian’s work [8]. 
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Future work will involve experimental validation of the proposed technique using a tissue mimicking phantom. 
The phantom will be constructed using PVA-C which has been used widely in modeling soft tissues because of its 
nonlinear behavior. The phantom’s displacement data will be acquired using an ultrasound system. 
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ABSTRACT 
Assessing the validity of motor unit potential trains (MUPTs) obtained by decomposing a needle-detected 

electromyographic (EMG) signal is a crucial step in using these trains for quantitative EMG analysis. In general, 

for MUPT validation a train is assessed using the shapes of its motor unit potentials (MUPs)  and the motor unit 

firing pattern it represents. Here, two methods to assess the validity of a given MUPT using its MUP shape 

information are presented. These methods are based on the gap statistic and jump algorithms presented for 

estimating the number of clusters in a dataset. They evaluate the shapes of the MUPs of a MUPT to determine 

whether it represents the activity of a single MU (i.e. it is a valid MUPT) or not. Evaluation results using both 

simulated and real data show the gap statistic method is more accurate than the jump method in correctly 

categorizing a train. The accuracy of the gap static method was 92.3% for simulated data and 93.8% for real data 

while accuracy for the jump method was 88.3% and 91.0%, respectively. The results are encouraging and suggest 

that using these methods can improve EMG signal decomposition results, and facilitate automatic MUPT 

validation. 

Keywords: EMG signal decomposition, motor unit potential train, motor unit potential wave shape, motor unit 

potential train validation, cluster validation. 

1  INTRODUCTION 
An electromyographic (EMG) signal is simply the superposition of the electrical activity detected by an electrode 

of the motor units (MUs) that are active during muscle contraction. A motor unit is a single α-motor neuron, its 

axon and all the connected muscle fibers. MUs are repetitively active during sustained voluntary contraction and 

generate trains of motor unit potentials (MUPs), each of which is called a motor unit potential train (MUPT). 

Therefore, an EMG signal is the summation of MUPTs and when detected using suitable electrodes reflect the 

characteristics of the muscle from which it was detected.  

Recent development in computer technology, signal processing and pattern recognition techniques have 

provided researchers and engineers with opportunities to develop new techniques for extracting valuable 

information regarding a contracting muscle from an EMG signal detected from this muscle. One of these 

techniques is EMG signal decomposition which is the process of resolving a composite EMG signal into is 

constituent MUPTs. This is implemented by employing digital signal processing and pattern recognition 

techniques in four steps: signal preprocessing, signal segmentation and MUP detection, feature extraction, 

clustering of detected MUPs, and supervised classification of detected MUPs [1].The first step is to remove 

background noise and low-frequency information from the detected EMG signal, to shorten the duration of MUPs 

and decrease MUP temporal overlap, and to sharpen the MUPs and increase discrimination between them. The 

second step is to section the signal into segments containing possible MUPs that were generated by active motor 

units and contribute significantly to the detected EMG signal. The detected MUPs are represented by a feature 

vector in the third steps and finally are sorted into MUPTs using clustering and/or supervised classification 

techniques. The obtained MUPTs provide information regarding the temporal behavior and morphological layout 

of the generating MUs. This information can assist with the diagnosis of various neuromuscular diseases and the 

study of motor unit control, and lead to a better understanding of healthy, pathological, ageing or fatiguing 

neuromuscular systems [1-5]. However, this is achieved only when this information is valid. In fact, before using 

decomposition results and the MUP shape and MU firing pattern information for either clinical or research 

purposes the validity of the extracted MUPTs needs to be confirmed. Although many EMG signal decomposition 

methods have been developed, automatic validation of the extracted MUPTs has not been investigated in detail.  

                                                            
1 Corresponding author. E-mail: hparsaei@engmail.uwaterloo.ca, Telephone: +1(519) 888- 4567 Ext.33746.  
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To date, a decomposition-created MUPT is evaluated qualitatively by an expert operator using the shapes and 

occurrence times of the MUPs assigned to the train [1,5,6]. MUP shape-based validation of a MUPT is conducted 

by assessing the raster/shimmer plots of the MUPs assigned into this train to determine if their wave shapes are 

consistent or not. In fact, if the shapes of the MUPs assigned to a given MUPT are consistent, one can conclude 

that this MUPT represents the MUPs of a single MU and is valid; otherwise it is an invalid train.  Firing pattern-

based validation of a MUPT is made by evaluating its inter-discharge interval (IDI) histogram [1] and the 

instantaneous firing rate of the corresponding MU versus time. The MU discharges corresponding to a valid 

MUPT occur at regular intervals, while an invalid MUPT that does not represent the activity of a single MU and 

contains many false positive errors will have large variations in its firing rate plot and will not have a Gaussian 

like IDI distribution. A train is considered valid if it satisfies both temporal and shape criteria. 

Although qualitative evaluation of MUPTs does not depend on the decomposition algorithm used or the signal 

decomposed, it does depend on operator experience and skill. Moreover, it is time consuming and hence cannot be 

practically completed in a busy clinical environment. To overcome these issues, methods need to be developed to 

automatically assess MUPT validity. Parsaei at al. [7] developed a supervised method for validating a MUPT 

using its firing pattern information. In these methods, ten features of the MUPT firing pattern are extracted and 

then fed to two supervised classifiers and to a linear model to determine whether they represent the firings of a 

single MU or the merged activity of more than one MU, and if it is a single train whether the estimated levels of 

false positive and false negative errors in it are acceptable or not. Here, automatic MUP-shape based validation of 

a MUPT is explored. Two methods based on cluster validation concepts are proposed to automatically validate 

MUPTs using their MUP shape information. They evaluate the shapes of the MUPs of a MUPT to determine 

whether they are consistent or not. If a train passes this test, it can be concluded that it represents the activity of a 

single motor unit and hence is valid. The composition of these methods, their objectives and how they were 

evaluated using both simulated and real data are presented below. 

2  VALIDATING A MUPT USING MUP SHAPE INFORMATION  
To convey the concept of assessing validity of a MUPT using its MUP shape information, two examples are 

provided in Figure 1. The left column shows a valid MUPT and the right column shows an invalid train. The valid 

train was obtained from decomposing a simulated EMG signal. The invalid train was created by merging two valid 

MUPTs. As shown, the shapes of MUPs assigned to the valid MUPT are consistent while that of the invalid train 

are inconsistent. The shapes of MUPs in the invalid train are different for samples 11 to 25.  The goal of 

developing a MUPT validation method is to perform this assessment automatically during or after decomposition. 

The advantages of using such an algorithm during EMG signal decomposition is that detecting invalid trains 

during decomposition can improve decomposition accuracy by improving estimation of the number of MUPTs, 

their MU firing pattern statistics and MUP templates. 

On the whole, the process of EMG signal decomposition can be considered as a clustering problem because 

neither the number of MUPTs (i.e. clusters) nor the labels of the MUPs are known in advance. During EMG signal 

decomposition, detected MUPs are clustered into groups called MUPTs. Therefore, shape-based validation of a 

MUPT can be considered a cluster validation problem and the decision to be made is whether a decomposition-

created MUPT represents one cluster in terms of the shapes of the assigned MUPs or not. If the MUPs of a given 

MUPT are homogeneous in terms of their shapes, they will represent one cluster and hence it can be  concluded  

 

   

Figure 1. A valid MUPT (left) and a simulated invalid MUPT (right). 
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Figure 2. Overview of an automatic MUPT validation algorithm using its MUP shape information. 

 

that this MUPT represents the MUPs of a single motor unit and is valid; otherwise this is an invalid train. Figure 2 

summarizes the principal steps of a MUP shape–based MUPT validation algorithm. 

In this work, two algorithms based on the gap statistic [8] and the jump methods [9] have been developed for 

this purpose. Both algorithms include two steps: feature extraction and cluster validation.  For features extraction, 

two techniques were employed. For the first feature space, 80 time samples of the MUPs filtered by a low-pass 

differentiator (LPD) filter and then centered on the position of their peaks were used. The LPD filtered samples 

were used instead of unfiltered samples because they discriminate between the MUPs generated by different motor 

units better than the raw samples. For the second feature space, a reduced number of uncorrelated features selected 

via principle components analysis (PCA) were used. The MUPs of a given train were represented by the first  

principal components that represent % of the data variance. Given the features extracted, the validity of the given 

train was assessed using either the gap statistic or jump method.  

Both the gap statistic and jump methods were mainly developed for estimating the optimum number of groups 

(  ) in a data set, but they can also be used for evaluating a single cluster such that they are classified as global 

cluster validation methods. In general, global cluster validation methods compare two/more clustering results for 

deciding which one fits the data best. For finding   in a given data set via these methods, the quality of clustering 

results is measured by a criterion and then is optimized as a function of the number of clusters when the entire data 

set is clustered into K groups for K=1, 2, 3,…, K*. Where and K* is the maximum possible number of clusters in 

the given data set. It is clear that    will be the value of K for which this criterion is optimal. In general, the 

criteria are defined based on the assumption that a cluster is compact and well separated from other clusters. 

Hence, they are often defined based on the within-cluster scatter dispersion ( ) and between-cluster scatter 

variability ( ).   is given by [8]: 

 (1) 

where  is the sample mean for the  members of the th cluster. 

The gap statistic [8] method estimates the number of clusters by comparing  to its expected value 

(i.e., ) estimated using an appropriate null reference distribution of the given data set. Defining the gap 

statistic as , the best value for  corresponds to the first local maximum of . 

Tibshirani et al. [8] proposed two methods to generate a reference data set for the gap statistic method. In the first 

method, it is sampled uniformly from the range of the observed values for each feature. In the second method, the 

reference data set is also sampled uniformly but here over a box aligned with the principal components of the data. 

The gap statistic method based on the first method is known as the gap/uni method and that based on the second 

method is known as the gap/pc method. The former is simpler than the latter but may not be as accurate because 

the gap/pc considers the shape of the cluster in generating the reference data set and hence has a better estimation 

of . 

The jump method [9] applies an appropriate transformation to the curve of  and then determines the largest 

jump in the transformed curve. The value of K associated with this jump is considered as the best value for  . 

Sugar and James [9] proposed the following transformation for   

 (2) 

where is the transformation power. A typical value for Y is  , where  is the dimension of the feature space. 

Defining , the jump index ( ) is given by ; K=1,2,…,K*. Given , 

. The theoretical results provided by Sugar and James [9] show that  is the best value for  

only when the data has a multivariate independent Gaussian distribution. For the cases that this assumption is not 

valid, they suggest trying several values of  to find the best value for this parameter. 

Given MUPT 

 

Feature Extraction 

  

Cluster 
Validation 

Decision Making: 

Train is Valid /Invalid 
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Table 1. The parameters and accuracy of the four methods studied for validating a MUPT using its MUP shape information 

applied to simulated and real data. VasV stands for the valid MUPTs classified as valid, Iv as Iv represents the invalid MUPTs 

recognized as invalid, and Acc represents the total accuracy.  

 Simulated Data Real Data 

Method Parameters V as V % Iv as Iv % Acc % Vas V % Iv as Iv % Acc % 

Gap statistic - 83.0±0.4 98.2±0.3* 90.6±0.3 89.2 98.3* 93.8 

PGS  92.0±0.6* 93.3±0.3 92.7±0.3* 93.1 97.9  95.5* 

Jump   81.5±0.8 90.5±0.6 86.0±0.5 87.9 94.0 91.0 

 PJ ;  86.2±0.6 90.4±0.6 88.3±0.4  89.1 93.7  91.4 

 

In order to assess the validity of a given MUPT using the jump method, the train is split into K=1 to K* sub 

trains using a K-means algorithm and then if ,  the given train is labeled a valid train otherwise it is 

labeled an invalid train. If the gap statistic method is to be used for validating this train, the same procedure will be 

repeated but the gap criterion will be used for cluster validation proposes.  However, it is shown that for a given 

data set including compact and well separated clusters  decreases monotonically as the value of K increases, 

but when K reaches the true number of clusters (i.e., ) this decrease becomes smoother. Thus,  

when  and  when . In other words, if  ,  will be equivalent to 

the gap value for K=1. Consequently, since the goal is to determine whether a MUPT represents one cluster in 

terms of the assigned MUP shapes or not, only  for K=1 and 2 are sufficient. Therefore, for the gap statistic-

based MUPT validation, the algorithm is only run for K=1 and 2 and if   the MUPT under question is 

flagged a valid train otherwise it is classified an invalid train. This decreases the algorithms processing time and 

hence makes it practical for clinical applications. For the jump-based MUPT validation, however, the algorithm 

must be run for K=1,2,3,…, K* because even if  the is no guarantee that  (i.e.,  =1). 

3  RESULTS AND DISCUSSION 
The effectiveness of the developed method was studied using both simulated and real data. In total four methods, 

as listed in Table 1 were evaluated. In this Table, PGS and PJ stand for the gap statistic and jump methods when 

the features used were selected using PCA, respectively. 

 For simulated data, 261 EMG signals each of 30s length with different levels of intensity (24-93 pps), MUP 

shape stability (with jitter values from 50-150 ) and IDI variability (CV from 0.10-0.45) were generated using an 

EMG signal simulator [10]. These data allowed the performance relative to signal intensity, number of trains and 

MUP shape variability to be studied. The simulated signals were decomposed (using the DQEMG software [11]) 

and the resulting MUPTs visually assessed to determine valid and invalid MUPTs. Additional invalid trains were 

generated by merging valid MUPTs (up to 4) randomly selected from each signal. Additional valid trains were 

generated by selecting valid MUPTs with greater than 100 MUPs and randomly splitting them into sub trains of at 

least 50 MUPs.  In total 36000 MUPTs (18000 valid and 18000 invalid trains) were tested. The number of merged 

trains generated was 234778, but only 18000 were randomly selected to have equal class sizes. Out of the 18000 

selected merged trains, 60% include MUPs of two valid MUPTs, 30% include MUPs of three valid MUPTs, and 

10% include MUPs of four valid MUPTs. This data set was divided into 30 subsets each containing 600 valid and 

600 invalid trains.  

For real data, EMG signals provided by M. Nikolic of Rigshospitalet, Copenhagen, Denmark [12] were used. 

These signals were detected from normal, myopathic and neuropathic muscles using a standard concentric needle 

electrode during constant low level voluntary contractions. The same analysis as with the simulated data was done 

on these signals. This dataset includes 3130 MUPTs (1565 valid and 1565 invalid trains). 

Before evaluating the four considered methods using the provided simulated and real data, the best values for 

their user defined parameters were determined empirically using one of the thirty subsets of the simulated data 

described above. In using the gap statistic method, the gap/pc was used because it outperformed the gap/uni 

method. For the other methods, the values used for their parameters are listed in the second column of Table 1. 

The average accuracy of the developed method in determining valid MUPTs and invalid MUPTs for both the 

simulated and real data sets are summarized in Table 1. The accuracy here is defined as percentage of the number 

of correctly classified MUPTs. For example, in the column presenting the results for valid trains, the accuracy 

represents the percentage of the number of examined valid train labeled as valid by the studied algorithm. The 

numbers given for simulated data are obtained by testing each method using the thirty different data sets described 

above. For each column, in the simulated data category the best method as determined by a t-test using a 5% 

significance level are indicated by '*'. Based on these results, the PGS method is the best algorithm because it is 
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the most accurate in terms of overall accuracy and labeling valid trains correctly. In classifying invalid MUPTs the 

gap statistic is the best performer, but the probability of error of this method for valid trains is high. It is 0.17 on 

average which causes duplication of MUPTs during EMG signal decomposition. The PGS method is the second 

most accurate with an accuracy of 93% which is acceptable in a practical sense. The results obtained using the real 

data support the conclusion drawn from the simulated data results that the PGS method is the best algorithm. All 

four methods studied performed better using the real dataset than the simulated dataset because the variably of the 

MUPs in the real dataset are lower than those of the simulated EMG signals and also the MUPs created by 

different MUs in the real dataset are less similar  than those in the simulated signals. Most of the valid trains 

recognized as invalid are trains with highly variable MUP shapes caused by either high numbers of 

superimpositions (for the signals with high intensity) or very high jitter (around 150 ). Therefore, the accuracy of 

this method in determining valid MUPTs will be higher for trains provided by EMG decomposition algorithms 

that resolve superimposed MUPs. Most of the invalid trains that labeled incorrectly are trains with very similar 

MUP shapes. Such trains are hard to assess using only shape information, but firing pattern information can assist 

with label them correctly [7]. Nevertheless, the obtained results are encouraging and suggest that using these 

methods can facilitate automatic validation of a MUPT extracted from a decomposed EMG signal. It can also 

improve EMG signal decomposition results, by obtaining more accurate estimates of the number of MUPTs, and 

the MUP template and MU firing pattern statistics of each MUPT.  
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ABSTRACT
Biological membranes continue to be extensively investigated in different ways. This paper presents the benefits
of Molecular Dynamics (MD) approaches to study the properties of biological membranes and proteins using the
freely available GROMACS package, in the context of the Myelin Basic Protein (MBP) C-terminal α-helical
peptide. A mixed membrane consisting of 2-Dimyristoyl-sn-Glycero-3-phosphocholine/1,2-Dimyristoyl-sn-
Glycero-3- phosphoethanolamine (DMPC/DMPE), and p u r e  DMPC membranes,, composed of 188 and 248
lipids, respectively, were simulated for 200 ns at 309 K. The DMPC membrane was approximately three times
more fluid compared to the DMPC/DMPE system, with the diffusion coefficients (D) being 0.0207x10-5  cm2/s
and 0.0068x10-5 cm2/s, respectively. In addition, the 14-residue peptide representing the C-terminal α-helical
region of murine Myelin Basic Protein (MBP), with amino acid sequence NH

2-A141YDAQGTLSKIFKL154-
COOH , 

was simulated in both membrane systems for 200 ns. The peptide penetrated further into the DMPC bilayer 
compared to the mixed DMPC/DMPE bilayer, potentially because of the reduced accessibility of the charged 
peptide amino acid side chains to the formal positive charge of the amine N atom surrounded by methyl and 
methylene groups in DMPC, that might have resulted in greater overall peptide mobility [3]. These findings are 
significant in their implication that membrane composition affects the behavior of MBP, providing further insights 
into myelin structure. Our preliminary results suggest that local changes in membrane composition (e.g. 
enrichment in DMPE molecules), as well as, electrostatic nature of primary amino acid sequence could cause 
localized denaturation / instability of external MBP α-helices possibly augmenting the degradation of myelin in 
multiple sclerosis (MS), resulting in a subsequent decrease of nerve impulse propagation efficiency.

Keywords: myelin, MBP, GROMACS, Multiple Sclerosis, DMPC, DMPE

1 INTRODUCTION

Myelin Basic Protein (MBP) is an important protein in the central nervous system. The protein is found in
various isoforms with a predominant splice isoform of 18.5 kDa in an adult brain. The main physiological role of
MBP is to maintain the myelin sheath that wraps around neurons by holding together both cytoplasmic sides of
oligodendrocyte membranes, thus facilitating the compaction of the myelin sheath and allowing efficient signal 
propagation [7].

Recent studies have demonstrated that the severity of MS is correlated with post-translational modifications
of MBP, such as citrullination [8]. Due to its central role, MBP is thought to be connected with myelin
degradation. MS attacks the myelin-wrapped nerves of the central nervous system. Molecular Dynamics (MD)
provides a nice, quick way to study the behavior and interaction patterns of MBP with lipid membranes that
could provide insights into molecular details of myelin structure, and pathogenic mechanisms in MS.

The main focus of this article is to provide both a practical and methodological approach to MD using
GROMACS [10], as well as to introduce possible applications of such simulations to real biological problems. The
supplementary website provides additional information, key files and additional programs that facilitate the setup
of MD simulations. Here, the simulations of DMPC and mixed DMPC/DMPE (1:1 ratio) membranes and MBP
C-terminal peptide were performed on SHARCNET cluster revealing importance of membrane composition on
MBP behavior useful to further knowledge on MS pathogenesis.
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2 METHODS

2.1 Purpose 
To investigate how both DMPC and DMPC/DMPE membranes affect the behavior of a 14-residue 

peptide representing one of three α-helical regions of the classical murine Myelin Basic Protein (MBP). The
sequence NH

2-A141YDAQGTLSKIFKL154-
COOH was modeled as 14-residue α-helical peptide using Molecular 

Operations Environment 2008 (MOE, Chemical Computing Group, Montreal). 

2.2 Preparation of DMPC and mixed DMPC/DMPE membranes for MD simulation
The peptide was carefully positioned slightly above the lipid bilayer using both Visual Molecular 

Dynamics (VMD) and self-written gro_mover programs. DMPC and DMPC/DMPE membranes were neutralized 
with Na+ and Cl- ions inserted into the aqueous layer using genion and giving an overall system charge of zero,
and an overall system pH of 7.0. To prevent overlap between atoms and increase stability of the system, energy 
minimization (EM) using the steepest descents method was done for both membranes. EM finds the system local 
potential energy minimum by using a specified force field. EM is usually required to be done before any MD run, 
because the solvation of lipid membranes in water usually introduces some bad contacts/atom clashes that need to 
be relaxed before being given kinetic energy (i.e., MD). The assembled membrane systems were simulated on the 
SHARCNET™ computer cluster using 96 processors for a total trajectory time of 200ns. 

2.3 The NH
2-A141YDAQGTLSKIFKL154-

COOH properties
The peptide had an overall +1 charge and displayed 38% hydrophilicity based on its primary sequence

(Fig. 1). The negatively-charged aspartic acid (D) residue confers -1 charge to peptide’s N-terminus, while two 
lysine (K) residues ensure a +2 charge at the C-terminal end. The overall peptide pI is 9.6

Figure 1: Hydrophilicity plot of the NH
2-A141YDAQGTLSKIFKL154-

COOH showing N- and C-termini.The Y-axis 
represents the Hopp-Woods hydrophilicity scale while + and – signs refer to amino acid R-side chain charge [11].

3 RESULTS and DISCUSSION

3.1 Measuring DMPC and DMPC/DMPE lipid bilayer parameters
Membrane dynamics simulations provide a powerful means for studying how temperature, protein, cholesterol 

content, and numerous other parameters affect membrane characteristics such as fluidity and lipid velocity. 
The use of computer clusters through SHARCNET™ significantly diminished the total trajectory computation 

time. The assembled DMPC and DMPC/DMPE systems were simulated for 200 ns. The obtained DMPC and 
DMPC/DMPE trajectory files were analyzed against diffusion coefficients, total kinetic energies, pressure, 
temperature, and other parameters (see Table 1) using g_energy [10] and an InflateGro Perl script [4]. Other 
parameters, such as solvent accessibility, were not successfully measured due to g_sas’s difficulty [10] in 
recognition of the hydrophobic parts of the DMPC molecule.

Table 1. Summary of measured parameters for DMPC and DMPC/DMPE membrane systems used in MD simulations.

Membrane characteristic DMPC DMPC/DMPE
Total number of atoms 62,613 30,416
Total number of lipid molecules 248 94/94 (188)
Diffusion coefficient (D) 10-5 cm2/s 0.0207 0.0068
Kinetic Energy (J/mol) 161,870 78,602
Total Energy (J/mol) -891,474 -477,439
Heat Capacity Cv (J/mol*K) 12.4721 12.4724
Temperature (K) 309 309
Pressure (bar) 1.66 1.097
Average Area per lipid (A2/lipid) 67.26 55.24
Membrane Thickness (A) 33.9 – 35.72 35.8-38
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Diffusion coefficients (D) describe the mobility of the molecules. The higher D values are indicative of greater 
mobility. The simulation results (Table 1) indicate that a DMPC bilayer has three times greater fluidity as 
compared to the mixed DMPC/DMPE bilayer at 309 K, as suggested by the diffusion coefficients (D) of 
0.0207x10-5 cm2/s and 0.0068x10-5 cm2/s, respectively. The difference in fluidity between both membranes could 
be partially explained by the difference in the density of lipid packing. The DMPC membrane was found to be 
more loosely packed as compared to the DMPC/DMPE membrane system, with average areas per lipid of 67 A2

and 55 A2, respectively. It is expected that membranes with a higher density of lipid packing will restrict 
movement of freely diffusible molecules such as peptides.

Membrane thickness was calculated by labeling phosphate atoms of lipid molecules on opposite sides of the 
bilayer with the help of VMD 1.8.6 software. The thickness did not change significantly during simulation,
indicating stability of the membrane. Accurate membrane thickness determination was hindered by constant 
random lipid motion in both bilayers (data not shown).

3.2 Simulation of 14-residue MBP C-terminal peptide [NH
2-A141YDAQGTLSKIFKL154-

COOH]
In addition to bare membrane simulations, the simulation of the 14-residue long MBP C-terminal peptide

in DMPC and mixed DMPC/DMPE bilayers was done for the first time. Interesting trends of the two systems 
related to membrane composition and protein secondary structure preservation were observed over the course of 
the 200 ns simulation. The depth of penetration and α-helical structure stability were successfully measured (data 
not presented here). Overall, the peptide penetrated further into the DMPC membrane as compared to the mixed 
DMPC/DMPE membrane. Helical secondary structure retention was stronger in the DMPC bilayer system (Fig. 
2). This might be due to DMPC and DMPE N atom formal positive charge distribution and accessibility
differences as explained in Section 3.3. Thus, the electrostatic environment of the two membranes might partially 
dictate stability of the peptide amongst other factors (i.e., localized pH, lipid-peptide thermodynamics, lipid 
density) [12].

Figure 2: A) DMPC lipid bilayer showing 14-residue C-terminal MBP peptide after an 80 ns simulation. Note that 
the N-terminus of the peptide has deeply penetrated at least halfway into the leaflet. The helical structure of the 
peptide is preserved, compared to the initial state; B) DMPC/DMPE mixed bilayer showing 14-residue C-terminal
MBP peptide. Observe that the helical structure has been greatly compromised after 80 ns. The peptide penetrated 
the DMPC/DMPE bilayer less significantly deeper compared to the DMPC bilayer possibly due to electrostatic 
interactions and a decrease in steric hindrance (see Fig. 2A).

3.3 Membrane penetration differences by MBP C-terminal peptide – Hypothesis
Synthetic DMPC and DMPE molecules represented phosphocholine (PC) and phosphoethanolamine 

(PE). Choline has three CH3 groups attached to an N atom, while ethanolamine has three H atoms (see Fig. 3). 
Both choline and ethanolamine have the same formal charge of +1, but behave differently [3]. Nevertheless, 
substitution of ethanolamine for choline in the bacterial cell wall significantly alters important biological 
functions, such as cellular adhesion and bacterial transformation [9]. Zull and Hopfinger [3] measured the 
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accessibility of a negative test charge to a positively-charged N atom, concluding that ethanolamine interacts more 
strongly with anions. Even though choline lipids have a three times stronger partial positive charge on an N atom, 
the positive formal charge is sterically poorly accessible, which could result in poorer interactions with anions. 
The positive charge of ethanolamine on an N atom is more diffused and more accessible [3]. The negative N-
terminus of the peptide could be thought of as a negative charge. Indeed, our results indicate that the peptide 
interacted more strongly with DMPE lipids in the mixed DMPC/DMPE membrane, as compared to the pure 
DMPC membrane, probably due to differences in the N positive charge accessibility. Thus, the negatively-charged 
N-terminus of the peptide stayed attached to the surface of DMPC/DMPE membrane, not being able to penetrate 
the membrane further. The opposite was observed in simulations with a DMPC bilayer. The partially shielded
positive N charge of the DMPC bilayer was not as effective in capturing the negative N-terminus of the peptide,
resulting in deeper penetration into the bilayer.

3.4 Comparison of our results to external evidence – Significance 
The above results highlight the importance of the membrane composition, in conjunction with an array of 

other membrane properties, on final protein structural stability and behavior that is ultimately reflected in its 
biological function. These findings further support evidence from other studies that protein-membrane interactions
and α-helical protein stability are governed by combination of factors including: hydrogen bonds, ion pairs, 
favorable surface van der Waals interactions, and thermodynamic parameters [12]. We were able to confirm that 
the interactions of the individual amino acids of a peptide with each other and with the surrounding medium (e.g.,
membrane lipids and polar water) determine the peptide’s final structure, stability, and interaction behavior [13].

4 CONCLUSIONS
This study shows the usefulness of computational MD approaches in studying the conformations of biological 

membranes, particularly the effects of various factors affecting their fluidity and protein stability. The DMPC 
membrane showed a greater degree of fluidity at 309K compared to the mixed DMPC/DMPE membrane, with 
diffusion coefficients of 0.0207x10-5 cm2/s and 0.0068x10-5 cm2/s. The DMPC membrane was more strongly 
penetrated by a 14-residue α-helical MBP C-terminal peptide compared to the mixed DMPC/DMPE bilayer. The 
peptide showed a greater stability retaining more of its α-helical structure in the DMPC membrane system 
compared to the mixed DMPC/DMPE one. These findings highlight possible dependence of MBP structure on 
membrane and sequence compositions, providing further insights into myelin structure. Enrichment of in DMPE 
molecules caused localized denaturation / instability of MBP C-terminal peptide α-helix. This finding suggests 
localized denaturation of solvent accessible MBP α-helices could possibly augment the degradation of myelin in 
MS, resulting eventually in subsequent decrease of nerve impulse propagation efficiency.

Figure 3: A) DMPC to B) DMPE lipid structural comparison explaining differences in accessibility to formal positive charge 
of the N atom. Some important atoms around the N atom are labeled with white letters.
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ABSTRACT
The purpose of this paper is to describe the application of material constructed from Quantum Tunneling Compound
(QTC) to the problem of detecting and recording movement during sleep. We describe the design and implementation
of a pressure sensitive mat (PSM) incorporating QTC technology. Furthermore, we describe the neural fuzzy analysis
of actigraphic data.
Keywords: Actigraphy, Polysomnography, QTC, Sleep

1 INTRODUCTION
This paper proposes the design of a Pressure Sensitive Mat (PSM) based on Quantum Tunneling Compound (QTC)
for the collection of actigraphic data during a sleep study. The incorporation of QTC technology provides a higher
level of precision and accuracy when compared with accelerometer or strain sensor technologies. QTC is a material
which can be easily integrated into electronic circuits in order to provide pressure sensing capabilities. An increase
in the precision and accuracy of detection and recording of movement during sleep is important since such mea-
surements increase the value of sleep studies and thus cause a decrease in false negatives when testing for sleep
disorders. The PSM system would support the diagnosis of three specific sleep disorders which include Obstructive
Sleep Apnea Syndrome (OSAS), Periodic Limb Movement Syndrome (PLMS), and Restless Leg Syndrome (RLS).

The term ’sleep apnea’ refers to a sleep disorder in which “oxygen desaturation and carbon dioxide retention”
occur during sleep, activating the sympathetic nervous system and disturbing sleep[1]. The resulting sleep distur-
bance leads to many health problems such as daytime hypertension[1], anxiety, depression, structural alterations in
the brain[2] as well as safety problems such as increased risk of vehicle accidents[3].

PLMS refers to a sleep disorder in which the patient is unable to resist limb movement when at rest. The
uncontrolled limb movement makes it difficult to get a good nights sleep and increases the probability of developing
insomnia, anxiety, and depression[4]. Similar to PLMS, RLS is a sleep disorder in which the patient is unable to
resist random leg movements at all times.

Actigraphy is defined as the measurement of movement. Most actigraphs in use today are wrist actigraphs[5].
Additionally, bed actigraphy[6] has been validated as a non-constraining actigraphic method. Wrist actigraphy is
performed using an accelerometer based, watch-like device[5] which is attached to the patients wrist or ankle. Wrist
actigraphs are mildly constraining and patients, especially infants, may find it difficult to sleep with the device. Bed
actigraphy involves placing the bed on strain pressure sensors and calculating changes in bed pressure over time.
While non constraining, current bed actigraphy methods only identify the difference between wake and sleep[6]
whereas the proposed PSM system will identify positioning on the bed in addition to detecting and recording move-
ment.

2 PSM Description
This section describes QTC material and its implementation for PSM in sleep actigraphy.

2.1 QTC
QTC is a special type of electrically conductive material with pressure sensing capabilities. The electrically con-
ductive material is composed of nano-sized metal particles with irregular spiked surfaces insulated by a silicone
rubber[7]. This combination creates a special material that becomes more conductive when pressure is applied.

The term quantum tunneling originates from the fact that electrons can in some cases be described as waves
and that there is a finite probability that an electron is able to tunnel through a normally forbidden barrier. In the
case of QTC, electrons must tunnel through the isolating silicone rubber in order to reach a neighboring conductive
particle. In practice, QTC is used as a variable resistor between two potential voltages. By measuring the impedance
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of the circuit it is possible to determine how much force is being applied to the material. Also, because there is no
activating pressure required, the full voltage range is available to be utilized.

Figure 1. The impedance caused by applying force[8]

2.2 Implementation of QTC
The construction of the QTC sheet consists of three layers: a charged conductive layer, the QTC material and a wire
grid. A voltage defined as Vin is applied to the charged conductive layer and HIGH-Z is applied to the wire grid. A
weighted graph can then be created by analyzing the voltage at intersection points across the wire grid.

The wire grid allows the measure of the voltage level at a point defined by the intersection of vertical and
horizontal wires. This is accomplished using switches on both the vertical and horizontal wires in order to allow
only 1 circuit pathway at a time.This pathway passes through an op-amp circuit which produces an output voltage
inversely proportional to the resistance[9] as represented by the following equation:

Vout =−VT ×
RF

RS
(1)

The advantage of using an op-amp circuit is that it produces a linear change in the output voltage. An analog to
digital converter uses Vre f in order to output an 8bit value describing Vout in relation to Vre f at the intersection point.
Figure 2 illustrates an example of an op-amp circuit where RS represents the resistance from the QTC material.

Figure 2. Example circuit illustrating how QTC is used as a variable resistor affecting the output signal[9]

The PSM circuit consists of gates to control which wire intersections are active, an analog to digital converter in
order to digitize the measurement as well as a control unit and communication port to transmit the the data. Using a
wire grid allows the system to iteratively take measurements for each row and column intersection. The data output
is a contiguous block of bytes with a size of rows × columns × 1 byte. When interpreting the data, each row is
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represented by a stride of data. A stride of data is the equivalent byte size of columns × 1 byte. The total number of
strides is equivalent to the total number of rows. The construction of the PSM consists of a QTC sheet over-top of
a dense rubber layer. The purpose of the dense rubber layer is to impede the dissipation of the force being applied
to the PSM. Impeding the dissipation of the force is important in order to produce accurate measurements of force.
Figure 3 illustrates a cross-section of the PSM. Furthermore, the QTC material is calibrated by adjusting the density
of the nano-particles. Selecting a nano-particle density from the lower end of the scale allows the overall thickness
of the QTC material to be reduced without affecting the impedance property.

Figure 3. Cross-section of PSM construction

3 Data Analysis
There are two questions which we wish to answer using the actigraphic data output from the PSM; The first question
is ’What is the current position of the patient laying on the PSM?’, the second question is ’What change has been
made in the position of the patient over time?’. The approach we take in answering these questions incorporates
the use of artificial neural networks (ANN) and fuzzy sets (FS). In order to more easily analyze the data, the stored
output from the PSM is first decoded into a set of 3 dimensional tuples −→pi =< x,y,z > where i ∈ (1,n) where n ∈ N
is the number of sensor points embedded in the PSM. The first two coordinates x,y identify the location on the
planar sheet while the third coordinate z, identifies a measure of the pressure being applied at that location. These
coordinates partition the PSM into a set of rectangles bordered by 4 sensor points. Our data analysis begins with
associating one input node of an ANN with each sensor point. We will be using a three layer ANN with n nodes in
the input layer, n−2 nodes in the hidden layer and n nodes in the output layer. So, ini(t) = −→pi =< x,y,z > for the
ith input node. The input value for each hidden layer node coming from the input layer is calculated as:

net j(t) =
n

∑
i=1

wi j(t)oi(t) (2)

Where net j(t) is the weighted sum of all inputs to hidden node j, j ∈ [1,n−1]. wi j represents the weight associated
with the edge joining input node i to hidden node j and oi(t) is the value output from input node i.
The activation function we’re using for the hidden layer is the sigmoid[10]:

f j(net j(t)) =
1

1+ e−net j(t)
(3)

Since we wish to identify numerous positions and types of movement, a different ANN will be used for each with
the same construction. As we do not currently have a sample of the QTC material, these training sets are generated
using simulation. The training of each network is accomplished using the standard backpropagation technique using
an error threshold of 0.001.
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Figure 4. Triple Layer ANN

In order to identify the presence of movement and its type, data samples are tested from time t to time t +q and
their identification as per the neural networks they match is counted. The relative frequency of the matching for
each network is calculated in order to identify movement. If no movement is identified, both questions have been
answered, if movement is identified we continue. Each type of movement we are interested in is associated with a
fuzzy set, the difference between samples is calculated for each node in order to create a set of output values which
is then scored as before. Using the maximum type frequency as the membership function, we identify the type of
motion. With this method we have answered both of the questions above.

4 CONCLUSION
In this paper we have described the design of an actigraphic method. This method has the potential to increase
the usefulness of actigraphy in sleep studies for the diagnosis of OSAS, RLS, and PLMS. PSM is most useful in
situations where standard methods of actigraphy are not sufficient. Situational usefulness of this method includes
when a patient has skin hypersensitivity, or when precise measuring of body positioning is important. Additional
medical applications of QTC PSM include gait analysis, physiotherapy, and posture analysis. The validation of the
QTC method should be a subject of future study.
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ABSTRACT 
Elastography image reconstruction techniques typically involve displacement or stress field calculation of tissue 

undergoing mechanical stimulation that can be done by Finite Element (FE) analysis. However, traditional FE 

method is time-consuming, and hence not suitable for real-time or near real-time applications. In this article, we 

present an alternate accelerated method of stress calculation that can be incorporated in elastography 

reconstruction algorithms. Shape is an essential input of FE models that is considered in conjunction with material 

stiffness and loading to yield stress distribution. The essence of the proposed technique is finding a function 

between shape and stress field. This function takes the shape parameters as input and outputs the stress field very 

fast. To develop such a function principal component analysis (PCA) is used to obtain the main modes of shape 

and stress fields. As such, the shape and stress fields can be described by these main modes weighted by a small 

number of weight factors. Then, an efficient mapping technique is developed to relate the weight factors of shape 

to those of the stress fields. We used Neural Network (NN) for this mapping, which is the sought function required 

to input shape and output stress field. Once the mapping function is obtained it can be used for analyzing shapes 

not included in the NN training database. We employed this technique for prostate tissue stress analysis. For a 

typical prostate, our results indicate that analysis using our technique takes less than 0.07 seconds on a regular 

desktop computer irrespective of the model size and complexity. This analysis indicates that stress error of the 

majority of the samples is less than 5% per node.  

Keywords: Prostate Cancer, Stress Analysis, Finite Element, Real-time, Principal Component Analysis   

1  INTRODUCTION 
Prostate cancer is the most common cancer in Canadian men. Prostate tumors usually grow slowly, and if detected 

early, it can often be cured or managed successfully [1]. For many years Digital Rectal Examination (DRE), 

Prostate-Specific Antigen (PSA) and Trans Rectal Ultra Sonography (TRUS) have been the primary techniques for 

prostate cancer detection [2]. However, these conventional methods have low sensitivity and specificity for 

prostate cancer detection [3]. For instance, comparison of TRUS-based diagnosis of prostate cancer to pathological 

evaluation (gold standard) found that ultrasound based diagnosis has a sensitivity of 52% and a specificity of 68% 

[4]. In contrast, it has been shown that there is a strong correlation between pathological and mechanical properties 

of soft tissue [5]. As such, based on the fact that variations in tissue elastic properties are associated with the 

presence of cancer [6], elastography in conjunction with US imaging can detect prostate cancer with a higher 

sensitivity [7].   

Ultrasound elastography is a novel imaging technique in which elastic properties of tissues are reconstructed 

and displayed. Elastography image reconstruction techniques typically involve displacement or stress field 

calculation of tissue undergoing mechanical stimulation. This can be done by Finite Element Method (FEM), 

which is time-consuming, hence is not suitable for real-time or near real-time applications. In this work, we 

present an alternate accelerated method of tissue stress calculation that can be incorporated in real-time 

elastography reconstruction algorithms. This method develops a mapping scheme between shape space (e.g. 

different prostate shapes) and stress space. This mapping function can calculate the tissue stress field in real-time 

or near real-time fashion.  
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(a) (b) (c) 

Figure 1.  2D TRUS Images (a) before compression and (b) after compression. Points on the green line are free to move while 

points on the red lines are almost fixed. (c) Sample prostate-tumor model. 

2  METHODOLOGY 

2.1 Modeling  
In order to calculate a displacement or stress field of tissue undergoing mechanical stimulation, FEM modeling can 

be used which requires the geometry and biomechanical properties of the tissue and boundary conditions. In this 

work, 2D TRUS images were used to construct the model. Based on these images (Fig. 1), mechanical stimulation 

is applied to the bottom of the prostate using ultrasound probe, which compresses the prostate and its surrounding 

tissue. The prostate tissue along with a block of surrounding tissue is incorporated in the model since the effect of 

the probe compression becomes insignificant at points far away from its application region. Hence, as shown in 

Fig. 1c, our model contains the prostate with a tumor inside a rectangular area mimicking the surrounding 

connective tissue. All points on the rectangle‟s edges are fixed except some points in the middle of the bottom 

edge where the probe applies compression. Different Young‟s moduli were assigned to the three regions of the 

tumor, prostate and surrounding tissue, and the model is discretized into a FE mesh. As the load acts in the plane 

of the 2D model (with small thickness) the problem is idealized as a plane stress problem. 

2.2 FE Mapping Function  
FEM is a time-consuming method; therefore, it is not suitable for real-time elasticity reconstruction. Tissue stress 

or displacement calculation can be accelerated if FEM is substituted by a mapping function that maps prostate 

shape into displacement and stress fields for a given loading. Establishing such a mapping function is possible 

because inter-patient prostate shape variability is modest while tissue deformation and stress distribution patterns 

under a given clinical mechanical stimulation are expected to be similar. Each prostate-tumour configuration can 

be represented by a set of points located on the boundary of the prostate and on the boundary of the tumour, called 

“landmarks”. In order to compare equivalent points from different shapes, all shapes are aligned by scaling, 

rotation and translation with respect to a set of axes. Considering n  landmarks, each shape in the shape space is 

given as follows: 

 NiyxyxyxX niniiiiii ,...,1,,...,,,, ,,2,2,1,1,  (1) 

where ( ii yx , ) are the coordinates of each landmark and N is the number of shapes in the shape space. As 

discussed earlier, each model should be meshed to be suitable for FE analysis. In this work, each shape was 

discritized using a common TFI-based FE mesh with quadrilateral elements [8], resulting in m  elements for each 

shape. Conventional FE analysis provides accurate stresses at the elements‟ centroids [9]. Hence, different stress 

fields of each shape (e.g. yy ) obtained from FE analysis can be given as follows: 

 NiSSSS imyyiyyiyyiyy ,...,1,...,, ,2,1,,  (2) 

Because of the large array size of X and S, it is not efficient to establish a mapping function directly between 

vectors of 2n-D shape space and their corresponding vectors in m-D stress space. This may result in a complicated 

mapping function with a large number of parameters to be tuned. In order to have an efficient mapping, we find 

the main modes or principal components of both shape space and stress space, and then map the weight vectors of 

each space to their stress weight vectors counterparts.  

47



2.2.1 Principal Component Analysis (PCA) 

In PCA, main modes are specified by calculating the eigenvectors and eigenvalues of the covariance matrix of a 

space. Considering a space with N points, the covariance matrix of it is defined as: 
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Eigenvectors of Cov  are the orthogonal components of this space and their corresponding eigenvalues show how 

significant they are. The larger the eigenvalue the more significant is the corresponding eigenvector. Hence, based 

on the eigenvalues of the shape space, the L most significant eigenvectors )...( 21 LpppP are adopted as the 

main modes of the shape space such that the ratio of the sum of the corresponding L eigenvalues to the sum of all 

eigenvalues is more than 0.99. Similarly, the T most significant eigenvectors of the stress space 

)...( 21 TqqqQ are adopted as the main modes of that space.  According to PCA, the vectors of each space are 

mapped to its main modes resulting in vectors of weight factors: 

 

)(        

)(      

SSQcQcSS

XXPbPbXX

iiii

iiii
 (4) 

In which P and Q are the pseudo-inverse matrices of P and Q , respectively. 

Stress field of tissue undergoing mechanical stimulation depends on both shape and Young‟s modulus 

distribution. Therefore, the Young‟s moduli of tissues are added to the weight factors of points in the shape space 

and the mapping function is established between the resulting augmented vectors ( ][ ii Eb ) and vectors of weight 

factors in the stress space ( ic ).  

2.2.2 Mapping Function Computation 

We use Neural Networks (NN) to relate shapes and stress fields. The NN we used for this purpose is a multi-layer 

feed-forward back propagation neural network. In general, Multilayer Feed Forward Neural Network (FFNN) [10] 

is widely used in function approximation applications. Such networks consist of an input layer, which conducts the 

inputs to the next layer, a number of hidden layers and an output layer. Hidden and output layers include a number 

of neurons. Each neuron receives a number of weighted inputs as well as a bias and yields an output. To compute 

its output, each neuron uses a transfer function over the sum of its weighted inputs and bias. During the training 

phase, the network finds an optimum mapping relationship between the input and output vectors using training 

samples, i.e. a number of input vectors and their corresponding known output vectors. This is carried out by the 

network through adjusting its neurons‟ weights and bias values to minimize the differences between the network‟s 

known responses to their respective input samples. The most common training algorithm used in FFNN is the 

back-propagation algorithm, which is based on the gradient descent method. The term back-propagation refers to 

the manner in which the gradient is computed for nonlinear multilayer networks. In the simulation phase, the 

trained network responds to new input vectors based on its knowledge achieved during the training phase to 

produce the output. In this study, a three-layer feed-forward back-propagation neural network was applied for 

function approximation. The NN‟s topology was chosen such that the input layer has the size of input vector 

][ ii Eb  with one hidden layer consisting of 15 neurons in addition to the output layer. The output layer includes 

as many neurons as the size of ic . All the neurons used „tansig‟ as their transfer function except the output neurons 

that used „purelin‟ as transfer function. 

3  RESULTS 
A database of 1000 prostate-tumour configurations was produced to evaluate the proposed method. The fitting NN 

was trained with 800 out of the 1000 samples. 200 additional samples were then used to test the mapping function. 

Results were validated by FE analysis results obtained by ABAQUS (commercial FEM software).  Figure 2 shows 

the average error per node for 200 test samples. Figure 2 indicates that the majority of the samples have errors of 

less than 5% while only very few samples encounter errors larger than 10%. The latter ones are the ones that 

correspond to very small stress values, hence their percentage error is amplified. Stress fields resulting from 

conventional FE analysis and from FFNN function for a typical test sample are depicted in Fig.3. This figure 

shows a very good agreement between these fields. Figure 4 shows the difference of the two result sets. It indicates 

that the difference in regions near the contact nodes and boundaries of prostate and tumor is higher than other 

regions.  
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Figure 2. Percentage average error per element of stress field for 200 test samples (using 800 training samples). 

 

 

  
(a) (b) 

Figure 3. Stress field resulted from (a) FEM and (b) FFNN mapping function. 

4  CONCLUSION AND DISCUSSION 
In this paper, we presented a fast method for estimating stress field of tissue under specified loading conditions. 

The proposed method establishes a mapping function to relate shape space and stress space. Due to the large 

number of variables required to define the shape and stress spaces, PCA was employed to reduce the dimensions 

by projecting both the shape and stress spaces to their main modes. The resulting compact spaces were then 

interrelated via a neural network model. The proposed method is both fast and accurate for calculating stress field 

of the same class of objects. Further work is under way to use this mapping for our new real-time elastography 

modulus reconstruction technique in which prostate and tumor moduli are updated iteratively using strain images 

acquired from an ultrasound imaging system and stress field estimated with the proposed method.  
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Figure 4. Difference of Stress fields resulting from FEM and FFNN mapping function. 
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ABSTRACT
Automating protein structure analysis is useful to understand their function, especially as structure data grows.
Developing methods of elucidating protein motions from themultitude of data currently available, and doing it in
a way that allows non-experts to easily perceive protein movement can lead to heightened levels of understanding
and hypothesis generation. We apply principal component analysis to examine major modes of motion for protein
conformations. We show that a few principal components of the conformation matrix can capture the majority of the
motions, and present a visual depiction of one mode of calmodulin.

Keywords: protein flexibility, PCA, SVD, NMR, calmodulin

1 BACKGROUND
As datasets from wet-lab experiments on protein structure grow in size and number, the interpretation of these results
becomes difficult. X-ray Crystallography experiments are able produce a large amount of data about crystallized
protein structure[1]. For example, there are over 150 conformations of the protein HIV-1 Protease available on
the Internet. Due to its pharmaceutical importance (as a drug target in HIV research), it is a valuable endeavor to
understand the main modes of movement of this protein. Principal Component Analysis (PCA) has been applied to
HIV-1 Protease before, with results showing a similar mobility to movement determined experimentally. It has also
been used in conjunction with singular value decomposition(SVD) to that same end with other protein sets[2, 3].

Nuclear Magnetic Resonance (NMR) is another method of attaining structural protein data[4]. Here, the structure
of protein is taken from protein in solution, which allows for more variability in the data collected. Consequently
NMR can create even more data than X-ray Crystallography. Many solution-NMR experiments have resulted in
multiple models, each presenting a different conformationfor the protein in question. With many such models
within a file, and with many such files, it becomes imperative to develop automated methods of discerning major
protein motions in a cost efficient way. PCA is a possible solution to this issue.

Other methods, such as normal mode analysis (NMA), are also applicable to finding protein motions. NMA
considers harmonic motions and involves energy minimization. This makes NMA a more biologically relevant
type of analysis when compared with PCA. However, NMA suffers from computationally demanding steps, and the
results of PCA and NMA can be comparable[5].

In this paper, we implement an automated PCA based strategy for finding principal modes of motion of a protein
set[2]. We develop Python code for use with UCSF Chimera[6] to present possible principal modes of motion for a
given set of protein conformations, and we apply it to the protein calmodulin.

1.1 Principal Component Analysis
PCA is a dimensionality reduction technique which allows for high dimensional variables to be embedded into a
low dimensional space where they are uncorrelated. These reductions in the lower dimension, known as principal
components, are linear combinations of the original high dimensional variables. Each principal component is con-
structed to cover as much variance in the original data as possible; this allows for the mapping from high to low
dimensional space to maintain information of the high dimensional system in very few principal components. It
is possible to obtain as many principal components as there are original variables, but PCA is intended as a way of
finding the smallest number of uncorrelated principal components which cover a large percentage of total variation in
the original data. Even though this means some information is lost in the process, the trade-off between representing
information through less variables may be beneficial in manyapplications. One such area is the study of molecular
motions.

∗Corresponding author. E-mail: kborowsk@uwaterloo.ca
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1.2 Singular Value Decomposition
Singular Value Decomposition (SVD) is a common method in linear algebra in which a matrix is factored into a
diagonal matrix, and two eigenvector matrices[7]. The SVD method allows the creation of a pseudoinverse for
matrices which are close to being singular, but it also allows for extraction of important information from a matrix in
a way similar to PCA[3]. It can be an efficient way of obtainingprincipal components. The SVD of anm×n matrix
A is defined as:

A = UDVT (1)

whereU andV are orthogonal left and right eigenvector sets ofA respectively, andD is a nonnegative diagonal
matrix with elements being the singular values ofA. For our purposes, the trace ofD is the total variance inA, while
the square of each singular value represents the variance ofthe data inA along the corresponding vector inU [2].

2 METHODS: APPLYING PRINCIPAL COMPONENT ANALYSIS TO PROTEIN
CONFORMATION

We will use SVD to gain the principal components of a set of molecular structures, thereby getting the principal
modes of movement[2]. First, we acquire a set ofl structures of the same protein. Each atom in the protein model
has Cartesian coordinates(xi ,yi ,zi). Initially, we must complete a rigid least squares fit on all models with respect to
one of the structures, which removes translational and rotational degrees of freedom[8].

We represent the entire protein model by creating a conformational vector of the form

mi = (∆x1,∆y1,∆z1,∆x2,∆y2,∆z2, ...,∆xn,∆yn,∆zn) (2)

which is a concatenation of the displacement ofn atom coordinates from the arithmetic mean along the Cartesian
axes[3]. Since the structures are superimposed after the least squares fit, this requires finding the average confor-
mational vector and subtracting it from the conformationalvector of the given protein model. Using all the atoms
in the model is possible and may be desired for some experiments, but increases calculation time. We limit the
conformation vectors to alpha carbons on each residue in themodel only, which allows an examination of backbone
motion specifically. Others have shown that the principal components are useful when considering atoms in binding
sites alone[3].

Once each conformation vectorm for all l models are acquired, the matrixA is created by column-wise concate-
nation of thel conformation vectors:

A = [m1|m2|...|ml ],A∈ R
3n×l (3)

where each m is the conformation vector representation of a model defined above.
After creating the matrixA, we proceed with the SVD ofA as presented by Equation (1). The matrix of left

eigenvectorsU has columnsui , and it is these columns which are the principal components of A. Eachui shows
the modeof motion of the atoms which were used in building the conformational vectors. One can think ofui as
a collection of direction vectors forn atoms, each representing theirmodeof motion at time pointi of l [3]. Since
this is a PCA approach, each column vectorui will hold the general directions where most of the variability in atom
position occurs. For example, the first three elements ofu1 would define the vector of the first principal component
of motion of the first atom under consideration.

The right eigenvectorsvi found inV, are projections ofA on theui vectors in theU matrix. As theA in our case
is a protein conformation matrix, the elements ofvi are the locations of each atom along its principal componentui.
They can also be used to discern preferred protein conformations[3].

3 RESULTS OF APPLICATION TO CALMODULIN DATA
To test the methodology presented above, we applied the SVD based PCA to models of calmodulin created by Zhang
et al. (1995)[9]. Calmodulin is a protein involved in a variety of cellular functions, including protein synthesis, gene
regulation, cell motility, and cellular secretion[10]. Itis composed of two main domains tethered with an alpha helix
which allows for fluctuation in protein structure for targetbinding[11]. The large amount of displacement between
conformations of calmodulin makes it an excellent example of the effectiveness of this method. The experimental
data from Zhang et al. (1995) has 30 models discerned by NMR.

In Figure 1, we show the amount of variance each principal component exhibits on total variance in the original
dataset. The largest singular value shows that the first principal component accounts of 29% of the total variance. To
achieve 90%, 11 principal components must be taken into account.

In Figure 2, we visualize the mode described by the first principal component for each alpha carbon in calmod-
ulin. The cylinders indicate the vector of the most important mode along which an atom will move, with the rounded
end pointing in the direction of movement.
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Figure 1.
Amount (%) of total variance of matrixA explained by specific singular values ofA.

4 DISCUSSION
Previous work in this area has used the PCA to compare bound and unbound structures of ligand binding protein, and
in the majority of cases, has been limited to data generated by X-ray Crystallography studies of proteins and their
ligands[2]. Such research allowed for the principal modes of movement during binding to be understood. However,
to our knowledge, NMR experiment data on unbound motions of asingle protein have not yet been examined with
this approach. The results suggest that the method is usefulto discover transient motions in protein in solution by
using multiple NMR models. By transient movement, we meant movement that is unrelated to binding specifically,
but constitutes normal fluctuations in structure while a protein is in solution.

As Figure 1 shows, a majority of the modes of motion can be captured through a number of principal components
much smaller than that of the models used in the analysis.

Even with the implied freedom of an unbound structure, the PCA method elucidated modes of movement similar
to movement known as biologically relevant for calmodulin[11]. In Figure 2, we see the modes of one of the
domains pointing in a direction where the folding movement may initially occur. Consecutive principal components,
while not shown, suggest the same directions for the domain,while the ’anchored’ domain shows very little mode
activity at any point in time (according to the right eigenvectors). All of the atom modes seem to point in similar
directions on the domain whose coordinate changes explain the movement of calmodulin. This is not visible in the
’anchored’ domain: the principal components do not seem to point in similar directions, nor are they scaled by the
right eigenvectors to the extent that the other domain is. This implies that it would be improbable for this domain
to experience major movement in any particular direction, relative to the coordinate system of the original data.
It is important to note that this is because the principal components are calculated relative to the protein structure
coordinates of the original data: the data was pre-fitted around one of the domains, making it appear as though it
is immobile to the PCA analysis. This anchoring provides a clearer view of the mobility of the other domain, but
should not lead the reader to think the domain is somehow immobile in reality.

Overall, the principal motions of calmodulin in solution are based around the two domains coming closer and
moving apart by the folding and extending activity of their alpha helix tether. Based on the data from Zhang et al.
(1995)[9], this ’flopping’ action occurs along a plane, which is why most of the modes seen in this work are close to
being parallel directions (that is, if we were to translate them all to the axis along which this movement of calmodulin
occurs, they would be as close to being on the plane itself).

5 CONCLUSION
Both the range of variability description found within the initial principal components, as well as the visualized
modes show that the method can be used to better understand protein movement in solution. We used data on
calmodulin in solution, whose ’domains on a tether’ structure allows for various conformational possibilities in solu-
tion which fluctuate along a limited space of substates; theycannot behave without submitting physical and energy
constraints. This is supported by the PCA analysis of the dataset, which suggest that major modes of movement
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Figure 2.
The backbone of calmodulin with the first principal components, or modes of motion (left eigenvectors ofA) in-
dicated by the thin cylinders. The spherical end of the cylinder represents the positive direction of motion. The
principal components are scaled by the right eigenvectors of A.

restrict motion of the protein along a specific path. We also show that the majority of said modes can be described
with a few principal components found from the original data.

In the future, larger datasets should be used in order to find more modes. The limitation of structures derived
from NMR experiments is that they are all found at the same experimental conditions. Combining multiple NMR
experiment files to create input to PCA analysis may elucidate new modes of motion not found with a dataset from
only one experiment. As well, this work only examined backbone movement; others have completed the PCA on all
atoms, including those of residue sidechains[2]. Including sidechains in the analysis may shed light on more detailed
movement of a protein in solution.

We used UCSF Chimera[6] to visualize the modes of calmodulinin a static fashion, but programs such as
Chimera can be used to animate proteins undergoing changes along their principal components. Automated anima-
tion of structures about their main modes of movement would allow for quick analysis of probable protein mobility
by non-experts.

Finally, PCA is a linear method of dimensionality reduction. Non-linear methods may improve results in dimen-
sionality reduction applications. Analyzing main modes ofmotion may result in different outcomes if non-linear
methods are used, such as locally linear embedding[12], Laplacian eigenmaps[13], or even kernel methods[14].
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ABSTRACT
We present an introduction to data compression with an example of a simple technique based on Bayesian Inference,
which achieves compression ratio similar to known compression programs in practice. We relate this method to
known compression techniques. The main goal is to show data compression from a learning point of view and
encourage further research on compression of biological sequences.

1 Introduction

Data compression aims at representing a sequence using as little space as possible. Compression algorithms can be
roughly divided into two groups: dictionary based and statistical.

Dictionary based methods can be explained as representing the sequence, based on previously seen substrings.
Some examples of such algorithms are LZ77 [1], LZ78 [2] and Re-Pair [3] 1.

Statistical compressors rely on predicting the next symbolto appear in the sequence, encoding this information
and the predictive model in an efficient way. Classical examples are Huffman [4] and arithmetic coding [5]. In some
cases, transforming the sequence allows to achieve better compression with simple methods, such an example is the
Burrows-Wheeler transform [6, 7].

We first discuss some necessary background in Section 2; then, in Section 3, we show a simple and direct way
to use Bayesian inference to compress data. In Section 4 we show experimental results obtained by the methods
proposed in Section 3, aiming at giving some empirical feeling to the reader. Then, we discuss the connection of our
proposal to existing work (Section 5), and finally we conclude mainly presenting a simple open problem (Section 6).

2 Data Compression

The efficiency of a compression method is usually measured bycomparing the length of the resulting sequence with
the entropy of the source.

DEFINITION 2.1 (ENTROPY [4]). The entropy of a sequence S of length n, drawn from an alphabetΣ of sizeσ,
is defined as

H(S) =− ∑
c∈Σ

P(c) logP(c),

where P(c) is the probability of seeing a symbol c in S.

If we consider each symbol independent from each other, the resulting value for the entropy is called zero-order
entropy (H0) and it is a lower bound on a symbol-based coder. This means that we can not compress a sequenceS
to less thannH0(S) if we give a single code to each symbol of the alphabet ignoring the context in which it appears.
Another definition, very useful in practice, is thek-th order entropy [4],Hk, it considers contexts of lengthk and is
defined as

Hk(S) =− ∑
s∈Σk

P(s) ∑
c∈Σ

P(c|s) logP(c|s).

In a practical setting this definition is expressed using frequencies,P(c) =C(c)/n, whereC(c) is the number of
timesc appears in the sequence. This corresponds to the definition of empirical entropy[7].

A simple approach to achieve compression close to thek-th order entropy is to model the symbols distribution
for each possible context of lengthk, assign zero-order codes to each model and then compress thesequence using

1The last two have a straightforward grammar-representation and are sometimes referred as grammar-based compressors.
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them. This method is simple and seems that it could achieve a good compression ratio, but it hides a huge overhead
in storing the models. There areσk contexts of lengthk that have to be stored, each of them with their corresponding
model.

For the rest of this work we will assume the sequence we want tocompress to be generated by a stationary
Markov process in which each symbol depends only on the pastk symbols seen. So, for our purposes,H(S) and
Hk(S) are the same. We make use of then-gram model used for natural language processing (NLP) [8].

It is clear that there will be a trade off between the complexity of the model, the space required to store it, and the
compression ratio achieved. From the pure compression point of view, it is interesting to have a model that adapts
itself over the part of the sequence already seen. This allows the encoder and the decoder to adapt their model in a
similar way and by doing so encode and decode without storingmuch of the model (only the initial assumptions or
priors). A compression method that works this way is Prediction by partial matching (PPM) [9]. The main idea is to
adapt the model based on the context seen, and if that contexthas not been seen before, the (de)compressor tries to
find a shorter context seen before in order to predict the nextsymbol.

In this work we will rely on Arithmetic compression (AC) [5].Given a probability distribution of a set of
sequences, AC maps the probability of a given sequence to a range in[0,1), and allows to represent that sequence
with a number in that range. In order to avoid the assumption of infinite precision, many authors (see [10] for
further details) have showed how to handle the intervals using finite precision for the numbers and improve upon
coding efficiency. The most important property of AC for our work is that the encoding process is separated from
the probability model we use for the source, and thus it allows us to modify it as we learn from the sequence and not
having to deal with the problems presented by other codification methods like Huffman [11] for this scenario. It has
been shown that AC achieves compression close to the entropyof the sequence, in particular, we have the following
theorem:

THEOREM 2.2 (ARITHMETIC CODING OPTIMALITY [5]). Let S be a sequence of length n, drawn from an
alphabetΣ of sizeσ. Consider L to be the length of encoding S using arithmetic coding (with the right probability
distribution). Then, L satisfies

|S|H(S)< L < |S|(H(S)+2).

There have been other approaches for estimating the probability of a symbol given the history seen in the se-
quence. In particular, an interesting work that plugs AC with their modeling system was presented by Davies and
Moore [12], where they show how to train a Bayesian Network inorder to estimate the probability distribution of
the next symbol.

One of the best compression methods, considering compression ratio, is PPM [9]. The main idea is to model the
source and predict the next symbol based on the symbols seen previously. Usually, we have to define a model for
predicting the next symbol and this model is application-dependent [13]. The classical implementation works in a
similar way to the two examples shown in this survey, we comment on this in Section 5.

3 Simple Statistical Compressor

In general, then-gram model for NLP is used over words. In our case, we will apply this over symbol. The same
ideas are valid for word-based compressors, which in practice have shown to achieve better compression ratios for
natural language [14].

Let S= s1s2 . . .sn be a sequence of lengthn, drawn from an alphabetΣ = {1,2, . . . ,σ} of size σ. We will
consider contexts of lengthk. Our goal is to estimateP(sj |sj−1sj−2 . . .sj−k). For estimating the probability of
P(sj |sj−1sj−2 . . .sj−k), we will use a very simple maximum likelihood estimator [8, 15], where we model
P(sjsj−1 . . .sj−k) asC(sj sj−1 . . .sj−k)/(N+B); N is the number of training instances,B is the number of possi-
ble classifications for the training text, andC(s) corresponds to the frequency ofs. For estimating the probability
P(sj |sj−1sj−2 . . .sj−k) we have:

P(sj |sj−1sj−2 . . .sj−k) =
P(sjsj−1sj−2 . . .sj−k)

P(sj−1sj−2 . . .sj−k)
=

C(sj sj−1sj−2 . . .sj−k)

C(sj−1sj−2 . . .sj−k)

This estimation has problems with zero frequencies, the probability of seeing a new symbol after a context is
zero. For fixing this issue, we will use two different methods:

• M0: Laplace Law’s results by adding one to the frequency count, obtaining

PLap(s1s2 . . .sn) =
C(s1s2 . . .sn)+1

N+B
.

57



By using this, we actually obtain the value of the Bayesian estimator that assumes a uniform prior over the
symbols in the sequence [8].

• M1: As a second approach, we will consider a special symbol representing an unseen symbol of the alphabet.
For the coding purposes, each time we see a symbol whose probability is zero, we emit this special symbol
and then we encode the symbol using⌈logσ⌉ bits. Then we update the frequency counters and the probability
distribution for the context.

For both methods, as in general with AC, we add a special symbol to the sequence that represents the end of the
string, which is the symbol that tells the decoder when to stop decoding.

4 Experimental Setup

We compare the two models with AC2 (M0 and M1) against the compression ratios reported in Pizza&Chili 3 for
bzip2, gzip, andppmdi. Bzip2 is based on the Burrows-Wheeler Transform [6],gzip is based on the Lempel-Ziv
family [1, 2], andppmdi is an implementation of PPM [9]. In this test we consider the file dna.50MB. Bzip2 achieves
25.98%;gzip 27.05%;ppmdi achieves 23.84%; finally M0 and M1 achieve 23.84% and 23.82% respectively. This
shows that in this case the methods are competitive with general purpose compressors.

The second test considers the fileHemo4. We compare the result of compressing this file against compressors
designed for the specific task of compressing biological data, using the results provided in [16].XM [17]5 achieves
7.64%,dna2 [18] achieves 9.65%, andComrad [19] achieves 12.68%. The best lines achieved by M0 and M1 are
17.75% and 17.18%. As a guideline, gzip and bzip achieve 10.81% and 10.77% respectively.

Next, we study the effect ofk, the length of contexts, in the compression. Figure 1 (left and middle) shows the
compression ratio, as a fraction of the text, for differentks. It can be seen that the function described reaches a
minimum and then it starts growing. The problem here is that when we divide the training set into too many bins,
which is the case for large contexts, the number of elements hitting the bins are few and the prediction looses. With
more data it would be possible to achieve better results for larger contexts, but it is given by a trade off on how
much we can collect from the sequence we are compressing. As an example to illustrate this, we consider the DNA
file and generate 3 prefixes of it: 10, 30 and 50MB. Each prefix iscompressed with differentks and we evaluate
the compression ratio achieved. Figure 1 (right) shows the results. As it can be seen, the prediction for largerks
improves in the larger files, and the longer the file, the better the compression tends to be.
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Figure 1. Compression ratio, as fraction of the text, for DNA and Hemo using methods M0 and M1. The leftmost picture shows
that the methods achieve better compression as they see moreexamples.

5 Connection to Other Compression Methods

There is direct connection between the method explored in this work and PPM [9]. The main difference is how
PPM handles the non-existing contexts or zero frequencies.The solutions used by PPM is quite similar, if it finds
a context that has not been seen before, it tries with a shorter one. It keeps doing this until reaching the point of a

2Using the implementation of [5].
3http://pizzachili.dcc.uchile.cl/
4http://ww2.cs.mu.oz.au/∼kuruppu/comrad/hemoglobin.fa.gz
5Which uses a much more sophisticated modeler in a similar approach, keeping many modelers and combining them by the

use of learning algorithms. In general the compression of biological data is hard because contexts of lengthk are not a good
predictor.
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context of length 0 or finding a context that allows to model the next symbol. This seems to be an alternative to the
previous model that considers more information for modeling. If a short sequence is very rare, it can be used as a
context instead of trying to embed this rare sequence insidea larger context, where it is very likely that we will not
find many training examples and thus lose prediction capabilities.

All these methods, the ones presented here, PPM, etc., are just different methods for predicting the next symbol
in a sequence plugged with arithmetic coding. This means, weare just trying to find a good alternative for the
modeler. In the case of DNA and protein sequences this has been proven to be a very challenging problem.

6 Conclusions and Open Problems

We showed a simple relationship between learning/inference and data compression. This connection is not new, it
was previously stated by Cover and Thomas [4], where they relate a good data compressor with a good gambler. In
principle the idea is the same, but in our case we limited our selfs to Bayesian gamblers.

The option of exploring more general or powerful estimationmethods and applications-dependent priors is an
exciting path to work further in this topic. Another attractive direction is based on the convergence of the model
to the real distribution. A common measure to quantify the closeness between two probability distributions is the
Kullback-Leibler distance. In the strict sense it is not a distance, but it is always positive and evaluates to 0 only if
the two probability distributions are the same.

DEFINITION 6.1 (KULLBACK -LEIBLER DISTANCE[4]). The Kullback-Leibler (KL) Distance between two
probability distributions P(x∈ X) and Q(x∈ X) is defined as:

D(P||Q) = ∑
x∈X

P(x)
P(x)
Q(x)

It would be really interesting to see how fast can we approachthe real probability distribution of the symbols.
Given this result, and the following theorem, we could give abound on the compression achieved by our method.

THEOREM 6.2 (WRONG CODE[4]). The expected length under P(x) of the code assignment with lengths l(x) =
⌈

1
Q(x)

⌉

satisfies:

H(P)+D(P||Q)< EPl(x)< H(P)+D(P||Q)+1

Finally, another path to explore is to build a transformation based on the estimations made. The main idea is that
when processing positionℓ+1, we have seens1s2 . . .sℓ and we can try to predictsℓ+1. If we write down the number of
trials required to predict this next symbol. We can recreatethe original sequence from this one by running a decoder
that does the inverse process. If our predictor is good, we will have a sequence biased on to small numbers, and
thus we could aim at compressing it very well. This could leadto similar results as the Burrows-Wheeler transform,
where simpler compression methods applied over the transformation achieve competitive results.

It is interesting to notice that the transformation is very similar to the idea used originally by Shannon to estimate
the entropy (upper bound) of the English language [20, 21]. The estimation was later improved by Cover and King
[22], where they approach the problem as a gambling question, which helps to estimate a probability for the next
symbol and not only the order of possible symbols for the nextposition. An interesting discussion about this can be
found in the work presented by Teahan and Cleary [23].
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ABSTRACT 
Amorphous selenium (a-Se) is a well known photoconductor and has been used in both indirect and direct 
conversion x-ray detectors for a variety of medical imaging modalities such as mammography. It goes without 
saying that interest for having a photodetector with higher gain never ceases. There has been a lot of research on 
taking advantages of the avalanche multiplication phenomenon inside a vertical a-Se structure to produce high 
internal gain in the photodetector (e.g. HARP camera for low-light settings). The fast response time and high gain 
of the a-Se avalanche photodetector makes it a promising candidate to replace photomultiplier tubes (PMT) or 
silicon avalanche photodiode (APD) based photomultipliers (SiPM) in applications such as positron emission 
tomography (PET) detectors. Recently, a lateral metal-semiconductor-metal (MSM) a-Se photodetector has been 
reported as a competitive alternative in terms of ease of fabrication and integration, speed and low dark current. 
Thus, we believe the lateral structure is also promising for high gain photodetector applications like PET. In this 
paper, we intend to investigate the effect of increasing electric field on the lateral a-Se structure and compare the 
results with the modified lucky drift model which presents a good agreement with experimental data on avalanche 
multiplication in vertical a-Se structures. Our study shows that a gain of ~100 can be achieved in a lateral structure 
under a modest field strength of 40 V/μm. Even though the observed dark current of ~ 800 nA is still far beyond 
the requirement of a practical detector, the achievable high gain allows us to design better detectors for high-end 
applications such as PET with a unique lateral approach.  
 
Keywords: Amorphous selenium, Photodetector, Avalanche gain  

1  INTRODUCTION 
Imaging technology always embraces detectors with higher sensitivity and lower noise. For instance, the early 
detection of breast cancer is crucial for efficient treatment. To produce a high quality image, either the electronic 
noise should be kept to a minimum or the x-ray photoconductor's conversion gain should be enhanced.  For 
applications like mammography tomosynthesis where the x-ray dose is low, the quantum noise is quite significant 
[1]. In this case, increasing the photoconductor's conversion gain is the best solution. Vast attention has been given 
to the avalanche multiplication phenomenon to achieve internal gain inside the photoconductive material. 
Avalanche photodiodes have been used in many applications such as optical communication. Recently, IBM 
scientists utilized nanophotonic avalanche photodetectors on a small silicon circuit to replace the electrical signal 
that is used to communicate through wires between computer chips [2]. Avalanche multiplication in amorphous 
selenium was reported for the first time by Juska et al. in 1980 [3]. The device structure used by Juska was a 
simple structure of a-Se sandwiched between two insulating polyethyleneteraphalate layers. The insulating layers 
were used to avoid any possible charge injection from the electrodes due to the high applied electric field. The 
insulating layer however prevents the exit of photogenerated carriers to the external circuit. Some years later, 
using a-Se with proper blocking contacts lead to the commercial deployment of high-gain avalanche rushing 
photoconductor (HARP) TV camera tubes [4]. The avalanche multiplication converts a faint optical signal to a 
significant electrical signal which is suitable for low-light level conditions compared to other competing 
technologies.  

Although the existence of avalanche multiplication in a-Se has been known for a relatively long period, the 
process of avalanche multiplication in amorphous semiconductors is not yet fully understood according to the 
different motion of electrons due to the inherent disorder potential inside amorphous materials. Among existing 
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models intending to describe avalanche multiplication inside amorphous materials, the modified lucky drift model 
has been shown to provide a good fit to experimental data [5]. The modified lucky drift model considers the effect 
of carrier scattering due to the disorder potential in addition to carrier scattering with phonons (which is the subject 
of the lucky drift model for crystalline material). In this model, primary carriers continuously gain and lose energy 
based on elastic and inelastic scattering in their paths across the electric field. In order to achieve an avalanche 
state, the carriers should acquire the ionization threshold energy required to excite secondary carriers. The mean 
free path of carriers in amorphous material is very small (in the range of a few interatomic spaces) [6]. This means 
the electric field should be sufficiently high to help carriers reach the ionization threshold energy during their 
transport along their path. Although there is an advantage to increasing the electric field, there is a limitation due 
to the breakdown of the material caused by the injection of excess carriers. It has been found that the right choice 
of electrode and blocking materials can reduce this problem in multilayer vertical a-Se structures. 

It should be noted that the avalanche multiplication phenomenon is not the only mechanism responsible for 
achieving photocurrent multiplication. Space charge limited or internal field modification limited processes can 
lead to photocurrent multiplication. For instance, a gain of up to 70 has been reported in hydrogenated amorphous 
silicon-based p-i-n junction with an a-SiN:H layer arising from the tunneling of electrons across the band gap 
through localized states in the a-SiN:H layer [7]. To get photocurrent multiplication by this mechanism, the right 
choice of layers with proper band gaps and density of localized states is crucial. After illumination, the field 
redistribution should be in favor of tunneling. 

In this work we have fabricated a lateral a-Se photodetector structure and have studied its photoconductive 
response at 468 nm wavelength illumination. In comparison with different detector technologies, a lateral selenium 
detector has some advantages which are summarized in Table 1. In particular, advantages include the ease of 
fabrication and integration, low voltage of operation, speed of operation, and feasibility in a variety of imaging 
modalities. In addition, a lateral structure appears to easily achieve high gain compared to a vertical avalanche 
structure in which high field must be applied.  

2  Experimental 
    
In this section, we demonstrate experimental results on the investigation of photocurrent characteristics and 

quantum yield in the lateral a-Se photodetector structure. The cross-sectional diagram of the lateral a-Se 
photodetector with aluminum electrodes is shown in Fig. 1. This structure was fabricated by conventional 
microelectronic processes by using two photolithography masks. The details of the fabrication can be found in 
reference [8]. This design has an electrode spacing of 1 μm, electrode length of 60 μm and electrode width of 2 
μm. The thickness of the a-Se layer is 2 μm. 

 
Table 1. Comparison of different technologies. 
 

                         Detector  
Factor       Lateral Selenium Vertical Selenium P-I-N 

Ease of Fabrication Very Good 
no blocking contacts Good Good 

Detection Mode 
(Spatial Resolution) Indirect Direct (best) Indirect 

Voltage of 
Operation Low (30-60 V) High (>2500 V) Lowest (5-10V) 

Ease of Integration Simple Simple Challenging  
(additional masks ) 

Speed of Operation 1000 Hz  1-3 Hz  30 – 60 Hz 

External Quantum 
Efficiency > 1 potentially  < 1 < 1 

Avalanche Gain Possible Possible No 

Medical Imaging 
Applications 

Fluoroscopy, flat panel 
CT, Dental Imaging, 

SPECT & PET 
Mammography 

Fluoroscopy, flat panel 
CT, Dental Imaging, 

SPECT & PET 
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Figure 1. Cross-sectional diagram of fabricated lateral detector (left) and micrograph of the fabricated detector (right). 
 
 

The Current-Voltage characteristics of the device with and without illumination were measured (Fig. 2-a).The 
measurements were carried out using a Keithley S2600 low-noise microprobe station.  In order to measure 
photocurrent, the device was illuminated by a fixed (continuous) incident monochromatic light of wavelength 468 
nm. The light intensity was 180 µW/cm2. Fig. 2-b shows the photocurrent at different electric field strengths 
ranging from 20 V/μm to 40 V/μm. The photocurrent Iph is given by the subtraction of dark current from the 
measured current under illumination. The quantum yield of photogeneration was calculated using the measured 
photocurrent by the following expression: 

                                                                             η = Iph/𝑒𝑒

I/hν
                                                                                     (1) 

where e is the elementary charge, and ℎ𝜈𝜈 is the energy of incident photon. 

 
 

(a)                                                                                                             (b) 
Figure 2. a. Signal current and dark current versus voltage, b. photocurrent-field characteristic. 

 

 
Figure 3. The dependence of quantum yield on applied electric field.  

 
Fig. 3 shows the calculated quantum yield as function of electric field. The quantum yield for an electric field of 
25 V/μm was close to unity. We calculated the gain (G) by the following relation: 
                                                                         G = η(E)/η(25V/μm)                                                                         (2) 

where η(25V/μm) is approximately equal to unity.  Therefore, the gain and quantum yield for electric field above 
25V/μm are the same. The lucky drift model predicts an avalanche gain for electric field larger than 70-80 V/μm in 
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vertical structure. This result suggests that the avalanche multiplication is not the responsible mechanism for 
creating gain in this structure. One of the possible mechanisms responsible for the excess photocurrent and 
resulting gain might be due to the injection of more holes from the electrode [9]. The hole mobility (~ 0.12cm2/Vs) 
in a-Se is generally two orders of magnitude higher than the electron mobility (~ 0.003cm2/Vs) [10]. After 
generation of electron-hole pairs due to incident light, while the faster holes are collected by the cathode, the 
electrons are still proceeding towards the anode. The process creates an absence of holes and hence a net negative 
charge in the region that is compensated for by injection of holes from the anode into this region. This process 
leads to the generation of more holes upon absorption of a single photon. We are working to better understand the 
existence of gain in this type of device structure, including exploring other possible mechanisms responsible for 
the observed gain. 
 

3  Conclusion 
A photocurrent multiplication phenomenon is observed in a lateral a-Se based photodetector. A quantum yield of 
136 is obtained in the presence of an applied electric field of 40 V/μm which eliminates the need of applying a 
very high bias potential across the photodetector. The results suggest that the gain is not due to avalanche 
multiplication, which is the responsible mechanism for carrier multiplication in vertical structures. Currently, the 
main drawback of the device is high dark current. This point needs to be improved before the device can be used 
for PET detector. 
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ABSTRACT 
Proper eukaryotic cell proliferation depends upon DNA replication, a closely regulated process mediated by the 
actions of a multitude of factors. The initiation of replication is regulated by the heterohexameric Origin 
Recognition Complex (ORC). At origins of replication, ORC recruits and/or associates with protein factors such as 
Cdt1, Cdc6, the MCM2-7 complex, Cdc45 and the Dbf4-Cdc7 kinase. The mechanisms controlling these 
associations are well documented, allowing the development of a mathematical model that allows us to explore the 
network’s behaviour. Using budding yeast as a model organism, we have developed an ordinary differential 
equation (ODE)-based model of the protein-protein interaction network regulating replication initiation. Precise 
quantification of protein factors at various timepoints is critical to calibration of the model parameters.  To this 
end, we have made use of genetic manipulations and quantitative protein expression analysis. Using chromatin 
extracts from synchronized cell cultures, we were able to monitor the fluctuation of a number of the 
aforementioned proteins. This information was used to infer qualities of the protein network and to calibrate a 
predictive mathematical model of the process of DNA replication initiation, which can be integrated into existing 
models of the entire budding yeast cell cycle.  

Keywords:  DNA replication; origin recognition complex; pre-replicative complex; mathematical modeling, 
systems biology, cell cycle 

1  INTRODUCTION 
 
The machinery of the eukaryotic cell cycle has been extensively dissected and described from simple to complex 
organisms. Cell proliferation hinges on the ability to replicate the genome with high fidelity, segregate the 
chromosomes equally and finally divide the cell, resulting in two genetically identical copies. Equally important 
are the monitoring modules that oversee these pathways and that intervene under unfavourable conditions, such as 
DNA damage, and trigger the ensuing repair mechanisms. These steps have been extensively characterized and the 
cycle organized into an approximate pathway of sequential events.  
 

In eukaryotes, a functionally‐conserved heterohexameric protein complex – ORC (Origin Recognition 
Complex) acts as a selector for origins of DNA replication. ORC then serves as a scaffold for the association of a 
number of additional replication factors, which collectively form the pre‐replicative complex (Pre‐RC). The 
protein encoded by the CDC6 gene is also essential and is required for initiation via its role in loading the 
heterohexameric MCM (minichromosome maintenance) complex onto origin DNA. The six subunits, Mcm2‐7, 
when formed into an active complex, collectively act as the replicative helicase. Formed in the cytoplasm, the 
MCM complex is co‐transported to the nucleus with Cdt1 and is recruited to the ORC‐ and Cdc6‐bound DNA 
(reviewed in [1]). This is promoted by the direct interaction between Orc6 and Cdt1 [2]. These steps culminate in 
the loading of the MCM rings onto DNA, whereupon they unwind the double helix bidirectionally and provide 
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access for the DNA polymerases. This tight loading is dependent on a stepwise ATP‐hydrolysis dependent 
mechanism involving Cdc6 and ORC [3].  
 

Pre‐RCs are set up at about 300 of the approximately 500 consensus binding sequences, to define 
potential origins. Firing of a particular origin is dependent upon the association of another group of proteins 
resulting in the formation of the Pre‐IC (Pre‐Initiation Complex). Cdc45, the GINS complex, Sld2, Sld3 and 
Dpb11 must be recruited to a licensed origin, with Cdc45 being a limiting factor. Crucial to this step is the 
phosphorylation of a number of these proteins by the cyclin-dependent kinase, Cdk1. This is the common name 
generally referring to the combination of the protein kinase Cdc28 with a cyclin (in the case of DNA replication, 
cyclin-B5, the gene product of CLB5) thus providing a controlling input required for passage through the cell 
cycle. Finally a second kinase is required primarily to phosphorylate various MCM subunits, activating the ring 
and triggering initiation. This protein, Cdc7 is also controlled by a limiting regulator: Dbf4. Together they form a 
kinase complex commonly referred to as Dbf4-dependent kinase (DDK). Dbf4 expression is constitutive, but its 
degradation is controlled by the anaphase-promoting complex or APC. These mechanisms are reviewed in [1].  
 

In order to maintain genomic stability and prevent over- or under-replication of the genome, the cell has 
evolved mechanisms to ensure that replication occurs exactly once per cell cycle. This is paramount to avoiding 
loss of genome integrity and/or cell viability [4]. The inhibitory effects of CDKs (promoted by the abundance of 
Clb5) on Pre‐RC components in S. cerevisiae are well documented, and ultimately manifest as deactivation, 
degradation or nuclear export of these factors. Thus the cell cycle exhibits a dual-state behaviour. When Clb5 
levels and consequently CDK activity is high, Pre-RCs cannot be established. Once an origin fires in a DDK- and 
CDK-dependent manner, a new Pre‐RC cannot be established until the next cell cycle due to the inhibitory effects 
of various CDKs, whose activities peak at S phase and remain high until the end of mitosis.   
 

The complex yet elegant network of cell cycle proteins is sophisticated enough to warrant an attempt at 
modeling, both because many of its key steps are known and because of the inherent difficulty in intuitively 
determining individual protein behaviours and interactions under varying biological circumstances. Not only does 
our model seek to elucidate the fundamentals of DNA replication initiation in yeast, but it also strives to attain 
predictive power. Given that many of the replication factors as well as the processes that oversee their functions 
are highly conserved from budding yeast to humans, the model has the potential to be extrapolated to attend to 
biomedical questions. As defects in the cell cycle and particularly DNA can give rise to human cancers, a 
predictive model of the cell cycle is invaluable in designing targeted cancer therapies and in determining potential 
side effects. An added level of rigor is provided by the relationship between our model and that of the whole yeast 
cell cycle [5] using levels of key cell cycle determinants as specified by the latter. 

2  METHODS AND RESULTS 

2.1 Building a Kinetic Model 
In deconstructing a biological system, a network must be created to represent the key proteins involved and the 
salient interactions. Passage through replication can be thought to begin at the point of ORC binding DNA. This 
represents our first “species”, which is a relevant unit in the pathway whose abundance changes over time. As 
described, multiple proteins bind sequentially and exert their well-defined function. The network diagram is shown 
in Figure 1. This allows us to intuitively separate and examine the various steps. By measuring the abundance of a 
given protein at a particular point in the cycle, we can ascertain the levels of the various species of which it is a 
component. In addition, by defining the enzymatic reactions linking the multiple species in terms of parameters 
and protein concentrations, we can monitor flux through the pathway. 

2.2 In silico Modeling 
Our network is justified by information regarding the qualitative nature of the individual reactions. Our goal was 
to convert this knowledge into a consensus picture of the molecular reactions as defined by a set of nonlinear, 
ordinary differential equations (ODE). A simulated annealing algorithm was used to calibrate the models 
behaviour by minimizing the least-squares-error in comparison with experimental data.  
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Figure 1. A consensus picture of the network describing the initiation of DNA replication. Reactions are modeled with Mass 
Action kinetics.  The model consists of 11 independent state variables and involves 19 parameters.  The levels of APC and 
CLB5 (representative of CDK activity) are taken as time-varying inputs, with values according to the cell cycle model of Chen 
et al. [5]. The ODEs are arrived at using the reaction rates shown in Table 1.  

2.3 Accumulation of in vivo data 
In order to determine concentrations of individual proteins implicated in our consensus model we implemented the 
following methods:  

Logarithmically growing asynchronous yeast cultures of a number of strains were arrested in late G1 
phase using α-factor. For Cdc6 and Cdc45, myc-epitope tags were incorporated into the open reading frames of 
these genes and the resultant fusion protein abundances were assayed in separate trials, but by the same method. 
Cells were released from the G1 block synchronously into the cell cycle. This was confirmed by fluorescence 
activated cell sorting (FACS). Samples were taken at specific time intervals and were processed by chromatin 
fractionation to separate proteins bound to chromatin from those that were not. Samples were analyzed by Western 
blotting, using antibodies directed to the myc-tag or to the protein itself in the case of Mcm2, Dbf4 and Orc2. The 
amount of a particular protein bound to chromatin (making the assumption that this represents Pre-RC/Pre-IC 
inclusion) was measured as was the amount unbound. Information about Cdt1 behaviour was obtained from 
published data [6]. For each protein, at least three trials were performed. 

Protein concentrations were determined first by densitometry of Western blots followed by normalization 
to the number of molecules/cell determined by GFP-tagging experiments described in [8]. 

2.4 Model Fitting 
We used Western blot analysis to measure the abundance of Cdc6, Cdc45, Mcm2 and Dbf4 at eight time points 
along the cell cycle.  This data was compared with the model output and a simulated annealing algorithm was run 
to minimize the associated least square error associated (normalized by the experimental variance). Figure 2 
illustrates the fluctuation of species that comprise the network over time. Figure 3 shows representative examples 
of the resulting best-fit behaviour.  
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Figure 2. Abundance of network species over time in a 100 minute cell cycle. 

 

 
Figure 3.  Model simulations of given protein abundances in the indicated cellular fraction (solid line) fit to data points (dots) 
using a best-fit parameter set. Error bars represent trial-to-trial variation in the data set. The same units used in Figure 1 apply 
for the respective axes. PEL (pellet) denotes chromatin-bound protein whereas SUP (supernatant) refers to non-chromatin 
bound protein. 

Table 1. Reaction rates.  State variables corresponding to the species in Figure 1 are indicated in uppercase. 

Description Rate reaction 
Expression of CDC6: k_1 
Degradation of CDC6: k_2.CLB5.CDC6 
Expression of MCMs: k_3 
Degradation of MCMs: k_4.MCM SUP 
Expression of DBF4: k_5 
Degradation of DBF4: k_6.DBF4.APC 
Expression of CDC45: k_7 
Degradation of CDC45: k_8.CDC45 
  
Formation of the Pre-RC  
Association of ORC and CDC6:  k_9.RC1.CDC6 
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Association and nuclear import of MCMS and CDT1: k_10.MCM SUP.CDT1 SUP 
Loading of MCMS by CDT1: k_11.RC2.MCM.CDT1 
  
Nuclear export of CDT1: k_12.CLB5.CDT1 

Dissociation/re-association of nuclear MCM-CDT1 complex: 
k_13.MCM.CDT1 - k_14.CDT1.MCM 
PEL 

  
Formation of the initiation complex  
Dissociation/re-association of CDC6 from the pre-RC: k_14.RC3 - k_15.CDC6.RC4 
Association/dissassociaton of DBF4 and the pre-RC: k_16.RC4.DBF4 - k_17.RC5 
Association of CDC45 and the pre-RC:  k_18.RC5.CDC45.CLB5 

 

3  DISCUSSION 
Our consensus model has produced a high level of matching with the experimental data, suggesting that it 
represents a good estimation of the network behaviour. In addition to validation against wild-type protein levels, 
we also compared the model’s behaviour to reports of system behaviour under various perturbations (gene 
knockdowns, shutoffs, over-expressions). Based on the observation that Dbf4 is degraded by the APC and that this 
process is one of the redundant mechanisms that prevents re-firing of origins, we simulated Dbf4 as being 
refractory to degradation and observed an increase in the flux through the fork initiation portion of the cycle. 
Tanaka and Diffley [6] observed co-transport of Cdt1 and MCMs into the nucleus and we mimicked their 
experiment which abolished transport of either by preventing the other from entering the nucleus. The abundance 
of the ORC-Cdc6-MCM complex was reduced drastically in simulations. Finally, given that a major driving force 
of the network is the initial Cdc6-DNA-ORC binding event, increasing its abundance would be expected to have a 
profound effect on origin firing. Notwithstanding, re-replication is prevented by degradation of Cdc6 by CDKs. 
There is a reciprocal relationship in that Cdc6 inhibits CDKs themselves (reviewed in [7]). By increasing the 
amount of Cdc6 by lowering CDK levels (which additionally maintain a high level of MCMs in the nucleus) in our 
model we were able to produce a cycle in which origins were firing continuously (i.e. re-replication) indicated by 
the presence of Pre-RCs and replication forks simultaneously. In addition to results from the literature, we are also 
undertaking our own in vivo perturbation experiments to provide further validation of the model. This will allow 
greater predictive power in using the model to investigate wild-type and disrupted cell-cycle behaviour. 
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ABSTRACT 
Historically, differential in-gel electrophoresis (DIGE) experiments have employed a design that incorporates three 

samples on each gel: two experimental samples and one aliquot of a common reference sample.  To counteract the 

substantial gel-to-gel variability inherent to the gel technology, each experimental measurement was typically 

expressed as a ratio relative to the common reference, canceling out many gel-specific effects.  However, it was 

recently shown that this approach introduces a bias.  Specifically, dividing each of the experimental sample 

measurements by their co-run reference measurement causes the values to become correlated, violating an 

assumption of the commonly employed Student’s independent samples t-test.  As a remedy, it has been suggested 

that all future experiments incorporate only two samples per gel (experiment & reference), doubling the number of 

gels required to analyze the same number of experimental samples.  Here, we investigate using an alternative 

statistical test capable of handling correlated data – the dependent samples paired t-test.  We show that this test can 

be used to salvage results from old three-dye experiments.  Furthermore, we show that the paired t-test permits 

analysis without a reference sample in experiments where the number of treatments is small.  Potential alternative 

uses for reference channel measurements are also investigated.  

Keywords: Differential in-gel electrophoresis, Statistical analysis of high-throughput data, Experimental design, 

Reference sample, Simulation 
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ABSTRACT 

This paper presents new parameters for the evaluation of stroke impairment using data collected with KINARM 

robot (Kinesiological Instrument for Normal and Altered Reaching Movements). The new parameters evaluated in 

this study were cross-correlation, low frequency, and high frequency. The data were collected from control (people 

with no neurological disorders) and stroke subjects performing a center outreach task. In this task the subjects 

were instructed to move the examined arm quickly and accurately from the central target position to a randomly 

illuminated target, and to maintain the hand at this target for the remainder of the trial. The collected data for each 

of eight individual reaching movements to eight different targets can be viewed as a time series. For each subject a 

cross-correlation between the reaching movement to each of eight targets and a straight line fitted between these 

targets was computed. In addition, high and low frequencies were calculated from the time series data using a 

Fourier transform. The results showed that the new parameters identified the same or a higher percentage of stroke 

participants as abnormal, compared to previously reported parameters [1], especially in the experiments performed 

with the non-affected arm. Therefore, the new parameters can facilitate the detection of abnormalities in the 

movements of stroke patients and may be used as features for the classification of stroke patients.  

Keywords: stroke rehabilitation, cross-correlation, time series analysis, classification 

1  INTRODUCTION 
 

A stroke is an acute injury of the brain that can affect many body functions, often causing motor, speech, memory, 

vision and other sensory impairments. Rehabilitation is an important part of stroke recovery and the key to 

successful rehabilitation is an accurate assessment of stroke-caused impairment [2, 3]. Current clinical assessments 

generally involve physical assessment and visual observation by physicians. Therefore, assessment results are 

inherently subjective and potentially inconsistent among physicians. Moreover, current assessment tools are not 

adequate to reliably discriminate between different levels of performance. Thus, in practice the majority of stroke 

patients follow the same general rehabilitation program, which may not necessarily be optimal for each individual 

case. 

Robotics technology can objectively monitor a subject‟s performance in a given task and even modify the 

physics of limb motion. The technology can be used in building computational systems that analyze, visualize and 

aid in the interpretation of sensory-motor dysfunction in stroke patients. 

KINARM (Kinesiological Instrument for Normal and Altered Reaching Movements) is a robotic device 

developed to study fundamental issues in motor control and learning in upper limbs of primates [4] and is 

currently used in clinical research for assessing sensor-motor function of stroke patients prior to and during 

recovery. KINARM allows for the collection of quantitative measurements of upper limb movements of a subject 

performing a particular task. The collected kinematic and kinetic data are then assessed and stored in a database. 

The stored data includes measurements such as hand trajectory, elbow position and shoulder angles. From these 

measurements various additional quantities are derived, among which the initial direction error (IDE)
1
 was 

identified as the best parameter to identify the largest number of stroke participants as abnormal [1]. In this paper, 

time series analysis was applied on data collected with KINARM. The new parameters evaluated in this study 

                                                           
1 IDE (in degrees) is an angular deviation between (a) a straight line from the hand position at movement onset to the peripheral 

target and (b) a vector from the hand position at movement onset to the hand position after the initial phase of movement [1].  
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were cross-correlation, low frequency, and high frequency. The purpose was to investigate whether the new 

derived quantities enable better separation of stroke from control subjects. High cross-correlation would indicate 

that the reaching movements were very close to a straight line. Similarly, a reaching movement with very quick 

changes and variations would result in a high level of high frequency activity. 

2  METHODS 

2.1 Data Collection 
The data were collected from 39 stroke subjects (22 of which had left arm impairment and 17 had right arm 

impairment) and 45 age-matched control subjects (people with no neurological disorders). Each subject underwent 

a typical stroke assessment and one “KINARM session”, where several tasks were performed for each arm. The 

task of interest for this paper is the center outreach task.  

In the center outreach task the subject starts each trial by maintaining the hand at a central target (Fig. 1a). 

After 1–1.5 seconds, one of eight peripheral targets is illuminated and, as earlier instructed, the subject moves the 

examined arm as quickly and accurately as possible to the illuminated target. The subject has three seconds to 

complete the movement and, when at the peripheral target, must maintain the hand at the target for the remainder 

of the trial. Eight trials were recorded for each target in a pseudo-random blocked design (n=64).   

While the subject performed this task with each arm, the robot collected quantitative measurements of the 

movements of each upper limb. The collected data for each of eight individual reaching movements to eight 

different targets can be viewed as a time series where the X and Y coordinates of the subject‟s hand are displayed 

as a function of the duration of the center outreach task (Fig. 1b).  

 

Figure 1. a) The center outreach task. In this task the subject is asked to move one hand from the center position to one of eight 

targets at which a light is turned on. b) The collected data for each of eight individual reaching movements to eight different 

targets was interpreted as a time series. 

 

2.3 Data Preprocessing 
The time series data were transformed to a reference coordinate system and all eight reaching movements for all 

eight targets were rotated to match the reaching movement from the central target (T0) to the second target (T2). 

For the cross-correlation, a set of points representing a straight line from T0 to T2 was created. For the calculation 

of the high and low frequencies, each reaching movement data set was padded with zeros to ensure that there are 

power of two data points.   

2.4 Parameters Extraction 
The zero-lag cross-correlation between a straight line and each reaching movement was computed for all eight 

trials. The high and low frequencies were derived by summarizing the high and low components of the power 

spectrum computed for each reaching movement. Similarly to cross-correlation, the high and low frequencies of 

each reaching movement were computed for all eight trials.  

The resulting data contained 80 values for each X and Y coordinate for each subject. The X and Y coordinates 

were combined using the geometric mean. From the resulting values, the following parameters were computed: (1) 

mean of eight reaching movements of the mean eight  trials (meanOfMeans), (2) median of eight reaching 

movements of the mean eight  trials (medianOfMeans), (3) mean of eight reaching movements of the median of 

eight  trials (meanOfMedians), (4) median of eight reaching movements of the median of eight trials 
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(medianOfMedians), (5) maximum of eight reaching movements of the maximum of eight  trials (maxOfMax), (6) 

minimum of eight reaching movements of the minimum of eight  trials (minOfMin), (7) mean of eight reaching 

movements of the minimum of eight  trials (meanOfMin), (8) median of eight reaching movements of the 

minimum of eight  trials (medianOfMin), (9) mean of eight reaching movements of the maximum of eight  trials 

(meanOfMax), (10) median of eight reaching movements of the maximum of eight  trials (medianOfMax), and 

(11) maximum standard deviation of eight reaching movements for all eight  trials (maxOfstd). 

 

3  RESULTS 
Fig. 2 compares typical reaching trajectories of the right (dominant) hand of a control subject (on the left) with 

reaching trajectories of a non-stroke-affected hand of a stroke subject (on the right). The figure clearly shows that 

some stroke patients do experience difficulties in motor performance not only on their stroke-affected side, but 

also on their non-stroke-affected side.  

 

 

 

Figure 2. Reaching trajectories: a) control subject (right, dominant limb).  b) stroke subject (right, dominant, non-stroke-

affected limb). 

 

To compare the performance of stroke subjects with respect to controls using the newly proposed features, the 

5% – 95% inter-quartile range of the control subjects was computed for all parameters. Tables 1 and 2 show the 

percentage of stroke subjects who differed from normal behavior and fell outside the 5% – 95% inter-quartile 

range of the control group for the center outreach task performed with right and left hand respectively. The results 

are divided into right affected (RA) and left affected (LA) categories. For comparison, results of the IDE 

parameter are also shown. Among the new parameters, values that have a higher percentage than the IDE 

parameter are highlighted in red. 

The best results were combined into one feature vector of length 11 that included: meanOfMedians, 

meanOfMin and maxOfstd of cross-correlation results; and minOfMin, maxOfMax, medianOfMax and maxOfstd 

of high and low frequency results. A support vector machine classifier was used to separate the resulting data into 

stroke and control groups. Table 3 shows the ten-fold cross validation classification results with close to 80% 

accuracy for both the right and left hand experiments.  

Finally, the classification results were also compared to the arm and hand Chedoke McMaster clinical scores 

obtained for both hands on the same day as the center outreach task was performed. The Chedoke-McMaster 

Stroke Assessment is a questionnaire based, widely used clinical assessment of stroke impairment that maps the 

physical impairments and disabilities that impact the daily activities of individuals with stroke on a seven-point 

scale [5]. The results show that a large number of stroke subjects with a perfect Chedoke McMaster score have 

motor deficits and were successfully classified as „stroke‟ using the proposed parameters. 
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Table 1. Percentage of stroke subjects who differed from normal behavior and fell outside the 5% – 95% inter-quartile range 

of the control group for the center outreach task performed with right hand. Results are divided into right affected (RA) and left 

affected (LA) categories. 

 

 High Frequency Low Frequency Cross-correlation 

RA% LA% RA% LA% RA% LA% 

1 meanOfMeans 47.06 27.27 41.18 22.73 41.18 36.36 

2 medianOfMeans 29.41 27.27 35.29 27.27 41.18 31.82 

3 meanOfMedians 23.53 13.64 17.65 22.73 47.06 31.82 

4 medianOfMedians 29.41 27.27 29.41 31.82 47.06 36.36 

5 maxOfMax 29.41 45.45 35.29 59.09 52.94 45.45 

6 minOfMin 64.71 31.82 58.82 45.45 47.06 36.36 

7 meanOfMin 35.29 40.91 35.29 27.27 52.94 50 

8 medianOfMin 5.88 31.82 17.65 40.91 35.29 31.82 

9 meanOfMax 47.06 50.00 35.29 50.00 52.94 40.91 

10 medianOfMax 35.29 36.36 41.18 50.00 29.41 31.82 

11 maxOfstd 47.06 45.45 47.06 40.91 29.41 22.73 

 mean IDE 64.71 36.36  

Table 2. Percentage of stroke subjects who differed from normal behavior and fell outside the 5% – 95% inter-quartile range 

of the control group for the center outreach task performed with left hand. Results are divided into right affected (RA) and left 

affected (LA) categories. 

 

 High Frequency Low Frequency Cross-correlation 

RA% LA% RA% LA% RA% LA% 

1 meanOfMeans 11.76 31.82 17.65 40.91 41.18 68.18 

2 medianOfMeans 23.53 13.64 23.53 36.36 11.77 50 

3 meanOfMedians 17.65 4.55 17.65 31.82 41.18 72.73 

4 medianOfMedians 11.76 4.55 29.41 18.18 17.65 63.64 

5 maxOfMax 35.29 95.45 35.29 90.91 29.41 68.18 

6 minOfMin 17.65 18.18 29.41 45.45 17.65 59.09 

7 meanOfMin 11.76 27.27 23.53 31.82 41.18 81.82 

8 medianOfMin 11.76 50.00 17.65 45.45 29.41 81.82 

9 meanOfMax 41.18 72.73 29.41 68.18 41.18 68.18 

10 medianOfMax 41.18 77.27 35.29 68.18 0 36.36 

11 maxOfstd 29.41 59.09 35.29 63.64 11.77 40.91 

 mean IDE 23.53 72.73  

 

Table 3. Classification results using a support vector machine classifier and comparison of the results to clinical scores. 

 

Classification  Proposed method vs. Chedoke-McMaster 
 

RH (%) LH (%) 
 Stroke subjects with perfect arm and hand Chedoke-McMaster score 

that were correctly classified as “Stroke” 
Correct Rate 80 81  affected limb (n = 13) non-affected limb (n=33) 

Sensitivity 82 85  RH LH RH LH 

Specificity 80 74  10 8 25 22 

 

4  DISCUSSION AND CONCLUSIONS 
The results showed that the new parameters identified the same or a higher percentage of stroke participants as 

abnormal, compared to the IDE parameter, especially in the experiments performed with the non-affected arm.   

The main advantage of the new parameters over the existing parameters is that they capture the entire nature of the 

movement as opposed to the IDE parameter which only characterizes the initial phase of the movement of a 

subject. It only captures the period from movement onset to the first minimum hand speed, which is the first local 

minimum after the first maximum hand speed. The first minimum hand speed is generally reached within the first 
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second of the total movement duration. The cross-correlation is a measure of how straight the movement was. A 

higher value for the cross-correlation indicates that the movement was more accurately directed towards the 

illuminated target. High standard deviation between trials indicates inconsistent movements. Reaching movement 

with very quick changes and variations would result in a high level of high frequency activity. 

The percentage of left-affected performing with their non-affected and affected limbs is higher than the right-

affected subjects performing with their non-affected and affected limbs respectively. This indicates that left-

affected subjects tend to show greater deficits in performance with both their affected limbs as compared with 

right-affected subjects. This pattern was previously detected through other parameters [1]. 

Some of the new parameters were able to detect more abnormalities in left-affected stroke subjects performing 

with their non-affected limp (see table 1). A support vector machine was able to separate stroke and control 

subjects with high accuracy. In addition, classification using the new parameters has a better ability to detect 

movement abnormalities than the Chedoke-McMaster assessment. Many stroke patients with perfect Chedoke-

McMaster scores nonetheless showed abnormal reaching movements and were thus classified as stroke patient. 

Without the newly proposed parameters, these patients most probably would not receive any rehabilitation for 

their non-stroke-affected arm and hand. Regardless of the progress achieved with this study, it is important to note 

that more work needs to be done to more successfully detect motor deficits in stroke patients. 
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ABSTRACT
Contact maps are two dimensional abstract representations of protein structures. Some patterns in contact maps
correspond to configurations of protein secondary structures. Searching for such patterns may typically use a naı̈ve
sliding window approach, and we study techniques which accelerate the searching operations in the online setting,
including a restricted search algorithm which operates only on relevant areas of the matrix.
Keywords: String matching, contact maps, protein structure, adaptive analysis

1 INTRODUCTION
The motivation for this problem is protein structure prediction. The contact map is an abstract binary representation
of the structure of a protein; creating a contact map from a protein with known structure is a lossy procedure. People
have attempted to recover the three dimensional structure of a protein from the contact map [1], but success has been
limited. We wish to identify local substructures that can be identified and associated with representative patterns
in contact maps, by searching the known body of protein structures. The Protein Data Bank (PDB) contains over
30000 known protein structures at present, so an exhaustive search can be very time consuming. Since the PDB is
a dynamic entity, we restrict this discussion to the online setting. The essence of the problem is simple: we have a
small rectangular binary pattern which we wish to search for in a database of many large binary patterns.

2 PROTEIN STRUCTURE & CONTACT MAPS
The building blocks of proteins are amino acids, which bond together in a chain to form the structure of the protein.
The sequence of these structures is often referred to as the primary structure. Amino acids interact with other amino
acids, resulting in secondary structures such as alpha helices. Finally, these secondary structures interact to form the
three-dimensional tertiary structure of the protein. The interaction between pairs of alpha helices is the focus of our
research.

A contact map can be viewed as an abstract translational and rotational invariant representation of a protein’s
topology, which captures much of its relevant structural information. A contact map is an N×N matrix, where N is
the number of amino acids in the given protein, and entry Ci j in the matrix is a boolean, indicating whether amino
acid i is in contact with amino acid j. A threshold distance between atoms is the conventional definition of a contact;
values ranging from 7Å to 10Å between Cα atoms are commonly used [2], p.26. It has been shown that regions of
contact maps can be used to identify physical properties of pairs of alpha helices [3]. In this case, we often need to
search for a small contact pattern (the target) within a large number of source contact maps, such as the entirety of
the Protein Data Bank (PDB). A contact map and a refined region corresponding to a pair of alpha helices is shown
in Figure 1. Notice that the source contact maps are always square, while the target map is rarely square, since a
source map compares the position of every amino acid to every other one, while a target map compares the positions
of amino acids in one alpha helix to those in another, and the two alpha helices will rarely be the same length.

3 SEARCHING IN CONTACT MAPS
Consider the pattern shown in Figure 1(b), which corresponds to a pair of alpha helices. To locate pairs of alpha
helices with similar properties, the naı̈ve approach is to take this pattern and compare it with each possible position
for a match in the source contact map, denoted the ‘sliding window’ approach. Given a source contact map of size
N×N, and a target map of size I× J, the running time is θ(N2 · I · J). Note that there is a worst case lower bound of
Ω(N2) for the matching problem since we desire an exact solution.

∗Corresponding author. E-mail: r3fraser@uwaterloo.ca, Telephone: +1(519)885-1211 x35351.
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Figure 1. (a) The contact map for protein 1a0a from the Protein Data Bank (PDB). The rectangle indicates the area occupied by
two helices, shown in (b). The contact map represents all of the amino acids for one alpha helix along the vertical axis and the
other along the horizontal. This has been further refined to the interface area, shown in (c). The contact map interface is found by
isolating the smallest rectangle containing all of the contact points from the contact map for the helix pair.

3.1 The Linear Time Algorithm
Bird [4] and Baker [5] (BB) independently discovered linear time algorithms for two-dimensional pattern matching,
and here we examine the technique as outlined by Bird. The first step involves searching for the rows of the target
in the source pattern. A finite state machine is built that models the transitions representing each row of our target
map. We create a trie (or goto function [6]) by moving row by row down the target map, and labelling the states
incrementally in the order that we encounter them. The use of a trie rather than a full finite state machine requires
the definition of a separate failure function. We find a row of the target by reaching an accepting state, but we still
need to search for the other rows above and below the one that we have identified to determine if we have a complete
match. Another string matching algorithm is used between the columns of the target and source, where each row of
the target is treated as a single symbol. By maintaining an array of size N, we can track the value of the last row
found in each column. This algorithm runs in O(N2 + I ·J) [4], and since there are O(N2) elements to search through
in our source contact map and N2 À I · J, this is a linear time algorithm in the size of the input.

3.2 Expected Sublinear Pattern Matching
Since we need to look at every element in the source, any algorithm will run in Ω(N2) time in the worst case.
However, sublinear expected time is possible, as introduced by Baeza-Yates and Régnier [7]. The key insight in
their approach is that since we have a pattern with I rows, we really only need to search every Ith row of the source
for matches. If no target rows are found in row k nor row k + I of the source, then we know that the pattern will
not be found in the intervening rows. This algorithm is superlinear in the worst case, O(N2 · I), but the average
case performance is O(N2/I + I · J) for randomized data. There are other expected sublinear algorithms, such as
that presented by Tarhio [8] which is based on the Boyer-Moore [9] string matching algorithm which searches from
right to left. However, the practical performance gains over the others is marginal on the problem sizes we are
faced with [8], so we use Baeza-Yates and Régnier’s (BYR) approach as the representative for expected sublinear
approaches.

4 ADAPTIVE ANALYSIS OF CONTACT MAP SEARCH
Adaptive analysis is a study of a problem where some properties of the source data can be exploited to achieve
both practical and theoretical gains in the complexity of a problem. Perhaps the best known application of adaptive
analysis is sorting. Given some sequence of numbers that are to be sorted, it is clear that some sequences are easier
to sort than others. This concept leads to the idea of measures of presortedness, which are metrics for quantifying
how far from being sorted a sequence is [10]. There are many such measures for sorting, such as the number of
inversions, or the maximum distance that an element is from the position that it will occupy in the sorted array.

We wish to apply this type of analysis to the searching of contact maps for pairs of alpha helices. The insight
here is clear: there is no point in searching an area of a source contact map if the contacts do not correspond to alpha
helices. Our source data for a protein is an array of length N containing the secondary structure for each amino acid
and the N×N contact map. We can now walk along the array and identify regions corresponding to pairs of alpha
helices of size greater than or equal to I× J in time θ(N). We restrict our search to these regions, and the contact
map can be searched as presented in Algorithm 1.

Algorithm 1 is generalized so that any search algorithm can be used as a black box. We implemented each of
the algorithms discussed in this paper (naı̈ve, Bird and Baker (BB), and BYR) to determine which was best in this
adaptive approach. For our formal analysis, we will first consider the naı̈ve approach. The first loop to identify all
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Algorithm 1 The algorithm for Adaptive Contact Map Search. The function takes three arguments: C is the N×N
source contact map, SS is the array of length N giving the secondary structure values for each element, and T is the
target contact map of size I×J. We build a set AH, which is a list of the pairs of endpoints of the alpha helices in C.

SearchMaps(C,SS,T )
AH = {}
for i = 1, ...,N do

if SS(i) =alpha helix then
start= i
while SS(i) =alpha helix do

i = i+1
end while
end= i−1
AH = AH

⋃{(start,end)}
end if

end for
for i = 1, ..., |AH| do

for j = 1, ..., |AH| do
if i 6= j && (AH(i).end−AH(i).start +1) >= I && (AH( j).end−AH( j).start +1) >= J then

run search algorithm on AH(i)×AH( j) region of C
end if

end for
end for

of the regions of the protein that are in alpha helices takes linear time. The second for loop depends on the number
of alpha helices that are found. We define two variables ξI ,ξJ ∈ [0,1], which represent the fraction of amino acids
relevant to the search. For example, suppose that our protein had 100 amino acids, and there are four helices a,b,c,d
of length 5, 10, 15, and 20. If our target map is 8×12, then we only need to search the regions b× c, b×d, c×d,
and d×c. Further, we subtract I and J from the cost for each pair of helices. We can thus define ξI and ξJ as follows:

ξΞ =
|AH|
∑
i=1

AH(i).end−AH(i).start−Ξ+1,

where Ξ∈ {I,J} and AH is a list of the alpha helices, such that AH(i) corresponds to the ith alpha helix in the protein.
AH(i) stores a pair {start,end}, which are the indices of the first and last amino acids in the ith helix. |AH| is the size
of AH (which is the total number of alpha helices in the protein). We set the value AH(i).end−AH(i).start−Ξ = 0
if it is a negative value for any given i when computing the sum for ξΞ. The values for our example are ξI =
(0 + 3 + 8 + 13)/100 = 0.24, ξJ = (0 + 0 + 4 + 9)/100 = 0.13, and ξ = 0.0312, where we define ξ = ξI · ξJ to
simplify notation (recall that each value is from a different axis, so they are independent). Therefore, the running
time of adaptive naı̈ve search is O(N2 · ξ · I · J + N). If we were searching a contact map that contained zero or one
alpha helices, the cost of this search would be θ(N).

For the Bird [4] algorithm, we carry over the savings of the linear time algorithm. Their bound was O(N2 + I ·J),
and the same arguments above apply to their approach since their algorithm will work just as well on these smaller
subregions of the map. Thus, their algorithm takes time O(N2 ·ξ+ I · J +N). As indicated by this bound, we expect
that the advantages of their approach will be less pronounced in this adaptive scenario. The algorithm of Baeza-
Yates and Régnier [7] will have similar worst case performance, and the expected case performance is expressed as
O(N2 ·ξ/I + I · J +N).

5 EXPERIMENTAL RESULTS
We searched for matches to the pattern shown in Figure 1 in the PDB using each of the three algorithms discussed
in this paper, both using the standard method and the adaptive approach. The results are shown in Table 1. The
linear time approach of Bird and Baker is faster than the naı̈ve approach and the expected sublinear BYR algorithm;
substantially so in the case of the 7Å maps. All of the algorithms have fairly equal performance in the adaptive
implementations, but the adaptive approach is overall much faster than the original implementations, regardless of
which algorithm is used. The reason that the BYR algorithm is not doing as well as might be expected in the original
implementation is because of the sparsity of the data. The patterns that we are searching for contain multiple rows
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Table 1. The time required by each algorithm to find the chosen pattern, both at the 7Å and 10Å resolution maps.

Original (min) Adaptive (min)
Naive BB BYR Naive BB BYR

7Å 483.8 151.1 391.5 8.1 11.1 10.0
10Å 459.8 148.3 238.5 7.9 8.3 7.0

Table 2. A comparison of the time required by each adaptive algorithm.

Small 7Å Small 10Å No Zeros
Naive (min) 76.2 42.6 17.7
BB (min) 16.6 16.6 18.8
BYR (min) 24.5 16.4 10.3

map

comprised entirely of zeros, and there are many occurrences of sequences of zeros in the source data sets. Therefore,
this algorithm is running close to the superlinear worst case time complexity, O(N2 · I).

The algorithms have similar performance in the adaptive approaches; each is running at close to linear time. In
addition, since the naı̈ve implementation has the sliding window shift as soon as there is a mismatch, the expected
running time improves further. To further distinguish the adaptive algorithms, we searched for a small map where
the naı̈ve approach should not do as well. Also, we searched for a map with no rows of zeros so that the BYR
approach should excel. The results are shown in Table 2, along with images of the target contact maps used in this
study. Typically, the maps consist of the interface region of the contact map for the pair plus up to three rows and
columns of zeros around the interface if they are present in the original map for the pair (recall that the map for the
pair corresponds to Figure 1(b), and the interface is Figure 1(c)). These three extra rows or columns ensure that there
is a turn of the helix where there are no further contacts, but impair the performance of the BYR algorithm.

5.0.1 Experimental setup
We used Matlab for implementations with the Bioinformatics toolkit for parsing PDB files. This study could be done
using another language to obtain faster search times for each approach, but the relative results should be similar to
those obtained here. Also, times reported in this study express the total time used while operating on files, but the
time used by Matlab for opening and closing individual PDB files was not included.

6 CONCLUSIONS AND FUTURE WORK
We have presented several algorithms for searching for a small contact map pattern in numerous large source contact
maps for exact matches in an online setting. Each of them provides better performance than the naı̈ve algorithm,
increasing the tractability of these search problems, as was observed through their implementation and application.
Contact maps are typically sparse, as are the patterns that we are searching for, which results in poor performance
for the naı̈ve algorithm. The speed-up expected from the BYR algorithm is often negated due to sparsity. Based on
these observations, the Bird approach is usually the best choice.

This paper presents several new ideas. This is the first known adaptive analysis to be performed on the two
dimensional string matching problem. Although it is application specific, the general technique may be applied in
other areas given some domain-specific knowledge analogous to our secondary structure information. We presented
experiments suggesting that the BB algorithm is best when searching for patterns with rows of zeros in sparse
matrices. In the adaptive setting, the best algorithm was dependent on the number of rows containing zeros in the
target pattern. When performing searches where one is padding the interface with zeros, the BB approach is best,
while the BYR algorithm is better for searches for interfaces with no blank rows.

There are several other refinements that may be carried out to further improve the speed of searching. One is to
perform the matching on compressed data. Due to the sparsity of the data, contact maps seem ideal for run-length
encoding schemes, and such techniques allow better performance than online approaches. Further, it is possible that
the database could be indexed, allowing instantaneous searches.

79



ACKNOWLEDGMENTS
The author wishes to thank Janice Glasgow for the inspiration for this project and Alejando Salinger and Arash
Farzan for their insights and discussions. Finally, the detailed and high quality feedback received from the anony-
mous reviewers is greatly appreciated.

References
[1] M. Vendruscolo, E. Kussell, and E. Domany, “Recovery of protein structure from contact maps,” Folding and

Design 2(5), pp. 295–306, 1997.

[2] R. Fraser, “A tale of two helices: A study of alpha helix pair conformations in three-dimensional space,” 2006.

[3] R. Fraser and J. Glasgow, “A demonstration of clustering in protein contact maps for alpha helix pairs,” in Proc.
Int’l Conf. on Adapt. and Nat. Comp. Algs (ICANNGA), LNCS 4431, pp. 758–766, 2007.

[4] R. Bird, “Two dimensional pattern matching,” Inf. Proc. Lett. 6(5), pp. 168–170, 1977.

[5] T. Baker, “A technique for extending rapid exact string matching to arrays of more than one dimension,” SIAM
J. on Comp. 7, pp. 533–541, 1978.

[6] A. Aho and M. Corasick, “Efficient string matching: an aid to bibliographic search,” CACM 18(6), pp. 333–340,
1975.
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ABSTRACT
We evaluate the modulation transfer function (MTF) of amorphous selenium (a-Se) digital x-ray detectors. This
study includes the effects of generation and reabsorption of characteristic x-rays, which can significantly degrade the
detector MTF. Monte Carlo (MC) methods are used for simulation of spatial dose distribution, and the detector MTF
is computed by Henkel Transform. We consider mammography and chest radiography x-ray energies and detector
thicknesses in this study. Incident photon energies of 12 keV, 13 keV, 50 keV and 100 keV are simulated for 150 µm,
300 µm, and 1 mm thick a-Se x-ray detectors. Significant MTF degradation is observed at incident photon energies
higher than the a-Se K-edge, due to generation and reabsorption of characteristic x-rays.
Keywords: Amorphous selenium, modulation transfer function, direct detection, characteristic x-rays

1 INTRODUCTION
X-ray imaging is commonly used by physicians to view the internal organs and structures of human body and
diagnosis of bone fractures and suspicious legions for cancer. Digital radiography can provide many advantages
over traditional film-based radiography, such as dose reduction and convenience of image processing. Amorphous
Selenium (a-Se) is an excellent photoconductive material, with an effective atomic number for high x-ray absorption,
low dark current, and can be uniformly deposited on large areas, making it the only commercially available x-ray
photoconductive material for direct conversion digital x-ray detectors. For this study, a-Se detector is considered for
medical imaging modalities in mammography and chest radiography.

One of the important metrics for evaluating an x-ray detector is the modulation transfer function (MTF). This
metric is a function of spatial frequency and takes into account effects such as the reabsorption of characteristic
x-rays. [?] The MTF allows us to better determine the maximum resolution of the detector, thus it is of great
importance. We look at the MTF for a-Se and we show the effect of incident photon energy and thickness on the
detector MTF.

2 METHODS
This section describes in detail the simulation methods of our study.

2.1 Modulation transferm function
This subsection includes more detailed equations for MTF calculations. The definition of the MTF include include
the x-ray detector MTF (reabsorption of characteristic x-rays)and the aperture effect due to the pixel size. [?]

MTFpre(k) = MTFx(k)×|sinc(πadelk)| (1)

The detector MTF can be computed by Henkel transform, and the point spread function (PSF). For this study,
the PSF is constructed from simulation results. [?]

MTFx = H[p(r)] = 2π

∫
∞

0
p(r)J0(2πkr)rdr (2)

The aperture effect has a sinc squared dependence on the pixel width, and is the reciprocal of the volume under
the squared MTF, give by [?]

ae =
[

2π

∫
∞

0
MTF2(k)kdk

]−1

(3)

∗Corresponding author. E-mail: y4fang@uwaterloo.ca, Telephone: +1(519)635-9320.
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The calculation of the PSF from simulation results will be covered in the following subsections.

2.2 Monte Carlo code
The latest version of the Photon Electron Shower (PENELOPE) Monte Carlo code [?] was used to simulate the
photon and electron interactions within a-Se photoconductor. PENELOPE allows for simulation of detailed transport
of photon and electrons, and mean free path as a function of the particle’s incident energy is shown in Figure 1.
Our simulation model takes into account all possible photon and electron interaction mechanisms in the diagnotic
energy range. The incident photon can interact inside the a-Se detector by Rayleigh scattering, Compton scattering,
photoelectric absorption and pair production, where only Compton and photoelectric absorption lead to creation of
secondary electrons. This secondary electron can interaction in the detector material by elastic scattering, inelastic
scattering and Bremsstrahlung. Only inelastic collisions lead to energy loss and dose deposition that is required for
MTF calculations.
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Figure 1. (a) Mean free path of photons in a-Se as a function of incident photon energy. (b) Mean free path of electrons in a-Se
as a function of electron energy

2.3 Detector geometry
The detector is modeled by a single layer of a-Se. The detector model as shown in Figure 2 consist of an mono-
energetic photon beam of x-ray incident perpendicularly on the center of a cylindrical detector of 10 cm in diameter.
The a-Se detector is further subdivided radiually with an equal spacing of 0.5 µm each. Figure 2 illustrate the
modeled detector geometry.

Figure 2. Detector geometry in cylindrical coordinates modeled by Monte Carlo simulation.

For calculation purposes, the density used for a-Se is 4.5 g/cm3. MC simulations were used to generate the dose
distribution profile d(r), which is the energy deposition inside the detector material with respective radial distribution.
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The PSF is constructed from this dose profile using the relation below. Where the dose is normalized to the unit area.

p(r) =
d(r)

2π
∫

d(r)rdr
(4)

3 RESULTS
This section shows the simulation results of detector MTF for mammography and chest radiography applications, not
including the aperture dependence. Figure 3(a) shows the MTF for 150 µm thick a-Se detector for mammography
application, with incident photon energy of 12, 13, 50 and 100 keV. The MTF is highest for the 12 keV case because
of low incident energy lead to minimal lateral energy spreading and it is below the a-Se K-edge of 12.6 keV. For
energies above this K-edge, for example 13 keV, a sharp drop of MTF is observed. This is due to the reabsorption
of characteristic x-rays produced above the 12.6 keV K-edge. As incident energy increases, the more energy is
deposited localy by electrons and the MTF is considerably improved. However, the MTF degrades eventually at
energies above 100 keV.
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Figure 3. (a) MTF for 150µm thick a-Se detector for mammography. (b) MTF for 300µm a-Se detector. (c) MTF for 1000µm
a-Se detector for chest radiography.

Figure 3(b) and (c) shows similar trend of MTF for 300 µm thick a-Se detector and 1 mm thick detector com-
mercially used for chest radiography applications. Similar MTF degradation are observed due to reabsorption of
characteristic x-ray photons above the K-edge of a-Se.

4 CONCLUSIONS AND FUTURE WORK
We have shown the MTF in a-Se digital x-ray detectors, and demonstrated that the reabsorption of characteristic x-
rays are significant in degradation of MTF. The detector MTF is simulated as a function of incident photon energy and
detector thickness, and this shows a good indication of the resolution achievable by a-Se detectors for mammography
and chest radiography applications. For future work, the aperture effect can be included in the simulation model,
and further improve accuracy of calculation.
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ABSTRACT
In System biology, many statistical approaches are used to analyze gene expression data and infer gene regulatory
network. Dynamic Bayesian Network(DBN) is a well-known method that has produced promising results when
used to analyze time-series data. Here, we adopt a Dynamic Bayesian Network algorithm with Markov Chain Monte
Carlo (DBmcmc) developed by Dirk Husmeier to investigate gene expression data. We evaluated the algorithm’s
performance on a synthetic yeast time-series data and then applied it to the rat CNS development temporal data [1]
to reverse engineer the gene network. The resulting network is then validated against previous studies on the same
data set as well as evidence from biological databases and literature. The interactions documented in biological
literature show that DBmcmc was able to correctly identify subnetworks of interacting genes that were involved in
the same biological pathways .

Keywords: Dynamic Bayesian Network, Markov Chain Monte Carlo, Gene Networks, Structure Learning

1 INTRODUCTION
With the development of microarray technology, determining gene networks from microarray expression data has
become a main research focus in the post-genomic era. A genetic network attempts to model the interactions between
genes to discover casual relationships. There are many different methods for determining gene networks. One
promising approach is Dynamic Bayesian Networks (DBNs). The statistical properties of DBNs allow it to estimate
the relationships among genes objectively. Furthermore, DBN allows scientists to incorporate prior knowledge into
the data analysis algorithm. Also, DBN can handle time series data and therefore can reflect causability. However, the
complexity for its structure learning is exponential to the number of variables and is considered a NP-hard problem
[2]. Normally, it is too computationally expensive to use DBN for gene expression data due to the large number of
genes involved. Therefore, search heuristics that reduces the number of potential graph structures must be used to
generate the DBN. Many search heuristics exist for learning the structure of DBN. Here we adopt DBN with Markov
Chain Monte Carlo (DBmcmc) developed by Dirk Husmeier to analyze our time-series gene expression data.

The main goal of this project, therefore, is to discover biologically relevant gene regulatory network using DBm-
cmc. Next section gives a brief introduction about DBmcmc. The datasets and their gene networks that are produced
by DBmcmc will be presented in the Results section. Also, the learned structure will be validated using evidence
from biological databases (KEGG Pathway, GO, NCBI) and literature.

2 Methods
A Bayesian Network(BN) is a directed acyclic graph, G. The graphical structure G includes nodes which denote
variables and edges between the nodes represent their conditional dependencies.

The learning of a Bayesian Network is basically searching for the graph with the highest posterior probability
given data. Based on the Bayesian Formula, given the gene expression data D, the probability of G is:

P(G|D) =
P(G,D)

P(D)
=

P(D|G)P(G)

P(D)
. (1)

Theoretically, with a sufficiently large set of data, the graph structure that exactly captures all dependencies in the
distribution will receive a higher probability than all other graphs, as proposed by Friedman and Yakhini [3].

∗Zhen Wang.E-mail: zhenw@cs.queensu.ca, Telephone: +1(613)533-6000 ext 74201
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In a Dynamic Bayesian Networks model, we observe gene expression values at different time points. The as-
sumption of Dynamic Bayesian Network is that an event at time t is only influenced by event at time t − 1, and the
conditional probability is defined as

P(Xt |Xt−1) = ∏
i

P(Xi
t |PaG(Xi

t )). (2)

Dynamic Bayesian Network is essentially a two-slice Bayesian Network that captures temporal relationships. The
nodes in the first slice do not have parameters associated with them, and the ones in the second slice have an
associated conditional probability distribution which is given by (2). As is shown in Figure 2, DBN can reflect
recurrent networks well.

As mentioned previously, the number of possible network structures is exponential to the number of nodes.
Therefore, searching through all possible structures to find the optimal network is impractical. Therefore, a search
heuristic must be employed in order to generate the resulting network. In our study, we apply Husmeier’s method
mentioned in [4]. The algorithm, Markov chain Monte Carlo simulation, starts with random nodes as root nodes and
generates a sequence of networks [5] based on the Metropolis-Hastings acceptance criterion (MHAC) to determine
the final network [6]. Given an initial network Gold , the algorithm generates a new network Gnew by either adding,
removing, or reversing an edge. This network is then scored using the MHAC, which is a function based on the
posterior probability of the new network given data, P, and the probability of the new network given the old network,
Q. This MHAC can be expressed as follows:

P = min{1,
P(Gnew)|D
P(Gnew|D)

× Q(Gold |Gnew)

Q(Gnew|Gold)
}. (3)

where the posterior probability of the network given data is determined using Bayesian Scoring (2). At the end of
the MCMC simulation, the algorithm samples a user-defined number (e.g. 20,000) of networks from the generated
sequence. The network with the highest posterior probability at the end of the simulation is then chosen as the final
network. The algorithm also includes a burn-in step where an initial number (e.g. 20,000) of networks are discarded
from the chain before sampling. This is because the initial networks are not stable and therefore, are not reliable.

The DBN with Markov Chain Monte Carlo algorithm is implemented in MATLAB using the DBmcmc toolbox
written by Dirk Husmeier, which invokes subroutines of the BNT toolbox given by Murphy, both of which are
publicly available online.

3 Results
3.1 Synthetic Data
To evaluate the performance of this method, we first apply it to a synthetic yeast time series simulation data given by
Husmeier. This simulated time series is binary in nature due to requirements of DBmcmc. The dataset is generated
from a true yeast cell cycle network G0 from Friedman [7] and its real network is shown in Figure 1(a). We used the
dataset to produce a Dynamic Bayesian Network using DBmcmc. The result is then compared with the true network
to evaluate the performance of DBmcmc.

(a) True Bayesian network G0. It is of a sub network
of the yeast cell cycle, taken from Friedman [7]; 38
unconnected nodes were included, 50 nodes totally.

(b) Calculated network after adding noise. The solid
line between ACE2 and RNR3 is false discovered
and dotted lines mean the missing edges.

Figure 1. Synthetic dataset.
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We first applied DBmcmc on the synthetic data. If we choose the posterior probability of 0.5 as a threshold to
cut edges , two false edges are discovered. If we set the threshold as 0.8, the true network will be recovered by the
algorithm. This shows that DBmcmc can effectively recover the underlying gene network from data. Furthermore,
we also checked the consistency of the algorithm by adding noise to the data and re-evaluating its performance. We
randomly changed 10% of the data by flipping the binary expression values and re-ran DBmcmc on the modified
data. The resulting network from the noisy data, with the threshold 0.8 is shown in Figure 1(b).

This result shows that even with 10% noise in the data, the algorithm is still able to detect most of the true edges.
Moreover, since noise is added randomly, the algorithm will generate different networks every time. On average,
across repeated simulations (250 times), the algorithm was able to recover about 80% of the true edges.

3.2 Real rat CNS data
3.2.1 Data preprocessing
In our study, we used a subset with 65 genes from the original data generated by Wen et al [1]. Since the expression
values in this dataset are continuous, it had to be preprocessed before DBmcmc can be applied. This involved the
discretization of the dataset into three categories: under-expressed, normal, and over-expressed.

First, in order to make gene expressions comparable, we normalized data and did cubic spline interpolation to
have more time points. To discretize the data, we calculated the mean µ i and standard deviation σi of each gene
Genei, i = 1,2, ...,65 correspondingly. For Genei, if the expression value is between µi −ασi and µi +ασi, we set
its value as 0 (normal), less than µi −ασi is -1 (under), and the rest will be set as 1 (over). By experimenting with
different thresholds, we empirically determined that α = 1.0 gave the optimal discretization. By setting α = 1.0, 68%
of the gene expression would be classified as normally expressed and are only over-expressed or under-expressed
32% of the time.

3.2.2 Gene Network
The DBmcmc simulation outputs a n× n matrix that shows the interactions between genes in the DBN as a con-
ditional probability. The algorithm begins with random root nodes, different simulations produce different results.
Therefore, to generate our gene interaction network, we conducted 5 simulations and selected the edges that ap-
peared consistently in the different outputs. To do this, we took the sum of the five n× n interaction matrices, and
applied a threshold to remove interactions where the sum of its probability was less than two. On average, this meant
that an interaction have to appear be in at least 3 networks with probability greater than 0.7 to be included. Using
this strategy, the gene network is produced, 56 genes are included with 94 interactions identified.

3.2.3 Validation
Since the network as a whole is hard to analyze due to its size and connectivity, we focused on identifying and
validating selected subnetworks.

In order to extract subnetworks that may be significant, we first grouped the genes into groups based on the
functional categories highlighted by Wen et al. in 1998 [1]. Then, based on these functional categories, we looked
for subnetworks where the majority of the participating genes belong to the same functional group. Based on this
heuristic, 4 potential subnetworks were selected.

SubNetwork(SN) Functional Groups
SN1 Neurotransmitter Metabolizing Enzymes (GAD–), Glutamate Receptor (mGluR–)
SN2 Heparin-binding Growth Factors (–GF)
SN3 Acetylcholine Receptors (nAChR–)
SN4 Serotonin Receptors(5HT–), GABA-A Receptors (GR–)

In SN1 shown in Figure(2(a)), there were many interactions between different forms of GAD and mGluR genes.
Evidence from literature supports these interactions as GAD seems to be involved with GABA synthesis [8] and
mGluR has an inhibitory effect on GABA [9]. Aside from interactions between these two genes, PDGF and IP3R
were also shown as parents of mGluR and GAD. These interaction are also relevant because according to the KEGG
database, both PDFG and IP3R are involved in a Calcium Signalling Pathway and Calcium release causes the release
of glutamate, which binds to the receptor mGluR [10].

In the second subnetwork, SN2, the gene GAP43 is identified as the parents of many Growth Factors (GF). This
interaction resonates with the fact that GAP43 is a regulator of PDGF, IGF, and FGF. [11], [12], [13] This subnetwork
also show an interaction between EGF and bFGF, which are genes that are related neuron growth [14].

Our third network also identified interactions between genes that reflect the underlying biology. In SN3, BDNF
is identified as a parent of nAChR, which correlates with the findings from Massey et al. [15] that BDNF increases
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the amount of nAChRs in hippocampal neurons. This subnetwork also detected an interaction between PDGFR and
IGF, which are genes that may contribute to cell proliferation since their inhibition causes cell death.

Our final subnetwork mainly consists of interactions between serotonin receptors (5HT) and GABA receptors
(GR–). Biologically, this seems to be a well-known interaction as there are several sources that mention the inhibition
of GABA receptors by serotonin receptors [16], [17].

(a) Subnetwork 1: The GAD and mGluR network. (b) Subnetwork 2: The Growth Factors network.

(c) Subnetwork 3: The BDNF and nAChR network. (d) Subnetwork 4: The 5HT and GABA network.

Figure 2. Synthetic dataset.

Aside from evidence from biological literature, we also compared our results with a previous study [18]. In
the study conducted by Haeseleer, who used linear modeling to analyze the gene interactions, he found correlation
between 5HT and GABA, as well as mGluR and GAD, which were also detected in our subnetworks, SN4 and SN1,
respectively. The author also mentioned tight correlation between PDGFR, MK2, aFGF, EGF and bFGF, which are
the majority of the genes that appear in our subnetwork SN3.

4 Conclusion
In conclusion, it seems that DBN using the Markov Chain Monte Carlo algorithm is effective in discovering subnet-
works of gene interactions that are biologically significant. However, the global network that is produced is not as
reliable as the local subnetworks because the algorithm has a tendency to introduce false edges, which is in agree-
ment with the tests performed on the noisy synthetic data. Therefore, given expression data of unfamiliar genes, the
best approach with this algorithm would be to identify local, highly connected subnetworks of genes and perform
biological experiments to determine if these gene interactions are meaningful.

One of the disadvantages with the current implementation of DBN is that it detects indirect regulatory relation-
ships. For example, if A inhibits B, which inhibits C, then an edge may exist between A and C in the final DBN.
This problem may be solved with the incorporation of sequence motif information proposed by Yoshinori et al. [19].

Another way to improve the DBmcmc algorithm is to modify it so that it may be able to learn from continuous
data instead of discrete data. This should produce more accurate result and reduce the number of false edges in
the final network. Alternatively, it will also be interesting to be able to use DBmcmc to analyze the other two rat
CNS data to see if a similar network is produced as a final result. This would give a better evaluation regarding
the consistency of the algorithm. Lastly, we can incorporate the extension of Markov Chain Monte carlo learning
algorithm proposed by Friedman in 2003 [20], which searches and change the order of the sequential Markov Chain
to allow for exploration of different parent-child relationships within a single simulation.
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ABSTRACT 
The ever-expanding library of biomedical literature provides researchers with a unique dilemma of summarising 

the increasingly-unwieldy existing publications on a specific topic. Statistical analysis of Medical Subject Heading 

terms provides a quantitative profile of the relevant biomedical terms, through the analysis of the primary literature 

for the topic of interest.  These profiles are filtered to remove redundancies and the analysis modified to highlight 

the most relevant biomedical terms.  As well, terms in profiles can be inferred by profile similarity, as 

demonstrated by the novel association of disease terms to gene profiles via gene profile to disease profile 

similarity.  These novel associations are shown to be predictive of gene-disease association in literature. Further 

analysis shows the extent and age of the literature associated to a gene are correlated to future association in 

disease-related publications. 

Keywords: gene profiles, disease profiles, MeSH term profiles, indirect association, overrepresentation profiles 
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ABSTRACT 
The stenosis geometry, and its severity, has important influence on recirculation length, and distribution of 
macromolecules concentration, such as Low Density Lipoproteins (LDL) in arteries. Here a research has been 
conducted to study the effects of the artery’s elasticity feature and the stenosis severity on the blood flow pattern 
of coronary artery. An elastic model of the artery with a stenosis is created which is used as the test bench 
throughout this research. The model is equipped with a particular inlet and is used to investigate the effect of 
various stenosis severities and detailed flow pattern phenomenon. The results have indicated that the presence of 
stenosis causes serious variations in the flow pattern and provides a suitable situation for production of multiplicity 
of stenosis and increase of the stenosis length in the coronary artery. The increase in the pressure due to the 
presence of stenosis is noticeable and produces stress in artery’s wall. The elasticity of the artery has also 
significant impact on the flow patterns and pressure variations. The stenosis creates vorticities which their 
existence exacerbates the severity of the stenosis in the first place. One of the observations made is the increase in 
blood pressure before stenosis which leads to the artery dilation and its shear stress increase. This stress is even 
more increased, in turn, by escalation of the stenosis severity.  The trapping of the blood particles in the vorticities, 
which can be considered as a sign for the creation of clot or consecutive stenosis, has been demonstrated by 
particle tracing of the fluid in this simulation. The change of the stenosis entrance condition from the blood 
compulsory flow to the pressure-dependent flow, seen in this simulation, is an important observation that helps to 
understand the decrease in the amount of the blood flow in the artery. 

Keywords: Blood flow, Stenosis, Dilation, Compression, Fluid-Structure interaction, Compliance 
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Aspects of Beta Amyloid Aggregation and Its Interaction with
Acetylcholine Neurotransmitters and Alzheimers Disease

Ibrahim Mustafa, Pu Chen, Ali Elkamel
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ABSTRACT
Alzheimers disease is the most popular form of cholinergic diseases with over 25 million people suffering from it
worldwide. β-amyloid aggregates destroy brain cells, causing severe problems with memory, thinking and behavior
and eventually leading to death. The interaction between β-amyloid aggregates and Acetylcholine (ACh) is predicted
for various operation ranges and specific initial conditions of feed parameters. Characterization of the response of
ACh production, and other parameters to β-amyloid aggregation is made. Greater understanding of physiological
behaviour in terms of sudden disturbances in parameters by sensitivity analysis is achieved.
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Image Segmentation Using Varying Ellipses
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ABSTRACT

Highly accurate segmentation techniques are needed in the field of medical imaging. Segmenting medical images 
is difficult due to varying contrast and the high level of noise inherent in many medical imaging modalities. A 
segmentation routine based on growing ellipses is shown to be able to segment an object from background in 
these images. The algorithm increases the size of each ellipse until a threshold is met, indicating the edge of the 
object.  The  object's  center  position is  initialized  by the algorithm operator  and a suitable  threshold is  found 
iteratively  and  interactively.  Using  standard  image  processing  test  images,  results  show  as  high  as  98.5% 
successful  segmentation.  Success  is  gauged  by  comparing  results  to  a  manually  segmented  image  and  false 
positive segmentation tends to be low. Suitable images for ellipse segmentation are symmetric and well enclosed, 
which are typical characteristics found in a medical image.
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ABSTRACT 
In the research setting, three-dimensional ultrasound (3D US) imaging is being developed to provide highly 

sensitive, robust and precise measurements of carotid artery atherosclerosis.  To quantitatively evaluate carotid 

artery atherosclerosis, accurate measures of plaque volume, surface morphology and composition are required and 

these dictate that rapid, precise and accurate segmentation of the carotid vessel walls and lumina from 3D US 

images.  Manual segmentation is extremely time consuming and operator-dependent.  Therefore, the objective of 

this study is to develop and validate a semi-automatic segmentation algorithm for delineating the vessel wall and 

lumen of carotid arteries for patients with asymptomatic carotid stenosis.  Carotid arteries are extremely 

challenging to segment using image information alone due to the presence of plaque, poor definition of the vessel 

boundaries, intensity heterogeneity, image speckle and shadowing.  Therefore, we combine various image cues 

with domain knowledge of the vessel geometry and some user interaction into the segmentation framework.  We 

adopted an energy minimization approach based on the level sets method to segment the vessel wall and lumen of 

carotid arteries using edge-based and region-based objective functions respectively.  The proposed segmentation 

method was evaluated with respect to manually outlined boundaries using several similarity measures on 60 2D 

US slices from ten patients.  Our method yielded Dice coefficients of 91% ± 0.05 %, 90 ± 0.06 % and mean 

absolute distance errors (MAD) of 0.32 ± 0.13 mm, 0.27 ± 0.14 mm for vessel wall and lumen segmentations, 

respectively.  The realization of semi-automated methods will accelerate the translation of 3D US to real time 

clinical research and clinical care.  

 

Keywords: VWV, segmentation, level sets, 3D US, carotid plaque 
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ABSTRACT 
Prostate cancer is one of the most common cancers among men, second only to skin cancer. Prostate biopsy is the 

clinical standard for the diagnosis of prostate cancer, and technologies for 3D guidance to targets and recording of 

biopsy locations are promising approaches to reducing the need for repeated biopsies.  In order to biopsy the 

smallest clinically significant tumors with 95% confidence, the RMS error of the biopsy system should be less 

than 2.5mm. There can be multiple potential sources of error that can cause the actual target biopsy location to be 

different from the expected target in such systems, including: (1) tolerances in the design and construction of 

mechanical needle guidance systems, (2) errors in imaging and calibration to the needle guidance systems, (3) 

patient and prostate motion and deformation during the procedure due to interaction with the TRUS probe and 

discomfort during biopsy, (4) prostate deformation due to slow biopsy needle insertion in preparation for biopsy 

gun firing, and (5) prostate deformation due to rapid biopsy needle insertion after firing the biopsy gun. There is 

previous research in measurement of and correction for the first three sources of error. However, to the best of our 

knowledge, prostate deformation due to needle insertion through the rectal wall and biopsy gun firing has not yet 

been quantified in the context of TRUS-guided prostate biopsy. In our study, we use image-based non-rigid 

registration to quantify prostate deformation during needle insertion and biopsy gun firing, in order to provide 

information useful to the overall assessment of a TRUS-guided biopsy system's expected targeting error. We 

recorded mean tissue displacements of up to 0.4 mm, accounting for 16% of the clinically-motivated maximum 

desired RMS error of guidance system. 
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ABSTRACT

Expression profiling of postmortem human brain tissue has been widely used to study molecular changes associated 
with neuropsychiatric diseases. Changes in expression associated with factors such as age, or gender can mask or 
complicate the detection of expression patterns attributable to disease. In the current study we have performed a 
large metaanalysis of genomewide expression studies of normal human cortex to more fully catalogue the effects 
of age, gender, postmortem interval and brain pH, yielding a “metasignature” of gene expression changes for each 
factor. We used the Gemma system (http://chibi.ubc.ca/Gemma) and other bioinformatics tools to combine datasets 
across multiple studies to identify expression signatures with increased sensitivity. In addition to the inherent value 
of the metasignatures, our results provide critical information for future studies of disease effects.
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ABSTRACT 
In the recent past, there has been a growing interest in the potential benefits of the trillions of bacteria that 

compose the human gut microbiota. This complex ecological system has long been known for its necessary role in 

the production of vitamin K, in the transformation of bile acids and in the absorption of ions. New evidence 

demonstrates that the composition of the gut microbiota participates in the prevention and development of various 

disorders, including inflammatory bowel diseases, colon cancer and hypercholesterolemia. In vitro models to 

simulate the human gastrointestinal (GI) tract allow for the functional and bacteriological exploration of the human 

gut microbiota. Few continuous complex flora batch systems have been developed. Here, we describe the 

computer-controlled dynamic human GI model that is utilized in our laboratory. It consists of a succession of 5 

bioreactors representing, respectively, the stomach, the small intestine, and the ascending, transverse and 

descending colon of the human GI tract. The microbial ecosystem is sustained by automatically feeding a food 

solution to the first vessel. Temperature, pH, volume, residence time and pH of each reactor are computer-

controlled. The fermentation vessels are maintained in anaerobic conditions. Therefore, each reactor harvests the 

microflora of a different region of the human GI tract. This is the only dynamic human GI model available in 

North America. It offers an excellent and reliable system to investigate the human gut microbiota ecology, activity 

and stability. One of the main applications of this computer-controlled dynamic human GI model is for the 

screening of probiotic bacteria, to assess their characteristics as an oral delivey system such as, effectiveness and 

robustness, and, to determine the effects of these biotherapeutic formulations on the human gut microbiota. 

Keywords: Gastrointestinal tract, in vitro model, continuous batch system, gut microbiota, probiotic bacteria, 

oral delivery system, biotherapeutics 
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ABSTRACT 
According to the Canadian Cancer Society in 2009, breast cancer is the second most commonly diagnosed cancer 
among Canadian women. In most diagnosed cases there is a single tumour, however, recent research has found 
that up to 60 % of breast cancer is multifocal. Early diagnosis and classification of breast cancer is a critical step in 
choosing an appropriate treatment plan. In our laboratory, a novel ultrasound elastography method has been 
developed. This method is capable of imaging absolute Young's modulus (YM) of breast tumours in real-time 
fashion. In this technique, we acquire the tissue strain field and surface force data as an input for tissue YM 
reconstruction. We obtain the surface force data to calculate stress distribution throughout the region of interest by 
using a Statistical Finite Element Method (SFEM), which was recently developed in our laboratory for fast stress 
analysis. This presentation demonstrates our novel ultrasound elastography technique for imaging multifocal 
breast cancers. The YM reconstruction technique is iterative and involves stress calculation in each iteration. We 
use the SFEM technique for stress calculation paving the way for real-time YM reconstruction. The fundamental 
idea of statistical shape model is that there is a high degree of shape and stress distribution similarity between 
specific organs such as the breast under given load. To develop the breast SFEM we used pre-processed data 
obtained from FE analysis of a large number of similar objects in a statistical shape model framework. For force 
data acquisition, a system consisting of two load cells was developed to measure forces on the breast surface. This 
data is used as input for calculating stress distribution. This stress distribution is combined with the measured 
strain data to update the YM distribution. Numerical and tissue mimicking phantoms were tested with this 
elastography system and very encouraging results were obtained.. 

Keywords: Breast cancer, Ultrasound, Elastography, Real-time, Multifocal tumour 
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ABSTRACT 
A stroke is caused by an interruption of blood flow to the brain, and its persisting effects depend on the location 
and damage incurred in the brain.  One possible effect is an impairment of motor function in the upper limbs.  
Assessment of the impairment is necessary for effective rehabilitation and recovery.  Although current clinical 
assessments such as CMSA and FMA are reliable, these tests may be subjective and imprecise as they do not 
examine movement precisely.  Analyses of time series collected by robotic devices may provide more accurate and 
less biased assessments. Since many physiological time series are fractal in nature, it was hypothesized that the 
time series of a reaching motion was fractal and that the same fractal properties would no longer be preserved in 
stroke affected subjects.  The time series data was collected during a center outreach task using a KINARM 
device.  The series were first analyzed using power spectral density (PSD) analysis which revealed a fractional 
Brownian motion (β≈2.02) for both control and stroke groups.  Based on these results, the time series was then 
subjected to bridge detrended scaled window variance analysis and Higuchi’s fractal dimension analysis to 
estimate the Hurst coefficient (H) and the fractal dimension (D) respectively.  The results indicated H≈0.95 and 
D≈1.02 in all test groups.  Regardless that each method inferred fractal structure individually, the estimated 
parameters do not agree with one another according to literature and thus the reaching motion may not be truly 
classified as a fractal.  However, the estimated parameters were significantly different at α=0.05 between the 
stroke affected arms and the controls.  This may suggest new ways to differentiate between stroke and control 
subjects, and may eventually lead to development of useful objective scores for diagnosing the impairment with 
further research. 
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ABSTRACT
Evidence for regional cortical thickness changes associated with disease onset has been found for many neurode-
generative diseases, including Alzheimer’s disease, schizophrenia, AIDS, autism, and ADHD. The automated com-
putation and analysis of cortical thickness facilitates the detection of these changes, enabling early and differential
diagnosis of these diseases and assisting medical researchers in identifying causal and curative factors.

A plethora of methods to measure the cortical thickness have been described, the majority of which are based on
either closest point thickness, which measures the minimal distance between points on the inner and outer cortical
surfaces, or coupled surface thickness, which defines a mesh on one cortical surface, propagates the mesh to the
opposing surface, and measures the distance between corresponding points. Closest point thicknesses are mathe-
matically simple and intuitive; however, measurements on the highly convoluted cortex suffer from errors, due to
incorrectly representing anatomy. Coupled surface methods avoid these errors by explicitly incorporating anatomical
boundaries, but lose the conceptual simplicity of closest point thickness.

We first describe idiosyncratic anatomy that leads to errors in closest point methods, and demonstrate the preva-
lence of such anatomy in 340 brains from the OASIS database [1], showing idiosyncratic anatomy in all brains,
with an average of 460 instances per brain. We then present a novel hybrid method that yields the advantages of
both techniques, by creating a coupled surface method that preserves anatomy, whose correspondences are based on
minimal distances as in the closest point methods. Coupled surfaces are generated via the spherical registration of
coordinate functions [2] of the pial and white cortical surfaces. We demonstrate the improved performance of this
method in idiosyncratic anatomy, and assess the robustness of the method using repeated measurements relative to
closest point methods.
Keywords: cortical thickness, closest point, coupled surfaces, idiosyncratic anatomy

References
[1] D. S. Marcus, T. H. Wang, J. Parker, J. G. Csernansky, J. C. Morris, and R. L. Buckner, “Open Access Series of

Imaging Studies (OASIS): cross-sectional MRI data in young, middle aged, nondemented, and demented older
adults.,” J Cogn Neurosci 19, pp. 1498–1507, Sep 2007.

[2] E. Gibson, A. R. Khan, and M. F. Beg, “A combined surface and volumetric registration (SAVOR) framework
to study cortical biomarkers and volumetric imaging data,” Medical Image Computing and Computer-Assisted
Intervention 5761, pp. 713–720, 2009.

∗Corresponding author. E-mail: egibson@robarts.ca, Telephone: +1(226)919-6786.
†E-mail: mfbeg@ensc.sfu.ca, Telephone: +1(778)782-5696, http://autobrainmapping.com/

100



Design and Implementation of a 3D Ultrasound System for 
Image Guided Liver Interventions 

Hamid R. Sadeghi-Neshata,b1, Shi Sherebrinb, Lori Gardib, Aaron Fenstera ,b ,  c 
a Biomedical Engineering Graduate Program, The University of Western Ontario, London, ON 

b Imaging Research Laboratories, Robarts Research Institute, London, ON 
c Department of Medical Biophysics, The University of Western Ontario, London, ON 

ABSTRACT 
Several minimally invasive, image-guided procedures have been developed for the detection and local treatment of 
hepatocellular carcinoma and hepatic metastases. One limitation of these methods is the difficulty in locating the 
preoperative planning data within intraoperative images for accurate guidance and placement of the instrument. 2-
D ultrasound imaging is the most commonly used intraoperative guidance method. The fusion of multiple 3-D 
ultrasound scans, taken from different orientations and at different times, can enhance interventional procedures 
accuracy and may be used to quantify response to therapy.  

The first objective of this study was to design a new device for scanning and reconstruction of 3D ultrasound 
scenes from 2-D image planes. Acquired images are visualized with an interactive software user interface designed 
in our group to provide image guidance during the procedure. Main source of error in minimally invasive liver 
procedures is organ deformation and motion due to respiration. To reduce this error, an automatic registration 
approach is under investigation. The proposed registration technique is used, first to align pre-operative 
interventional plans (usually obtained from CT or MR images) with live ultrasound images, and then to update the 
plan on the ultrasound images acquired in different phases of the intervention. Our technique is a combination of 
landmark and intensity based registration approaches.  

The first prototype of the 3D ultrasound liver scanner was manufactured and used to acquire images from tissue-
mimicking phantoms and two volunteers. Preliminary results of registration between ultrasound image sets 
acquired during different respiration cycles and with differing scanner orientations were used to assess the 
algorithm's accuracy. Target registration error (TRE) and fiducial localization error (FLE) are measured and 
reported to estimate the registration error.  

In order to track the instrument/lesions in real-time and to match them with preoperative planning data, in the next 
phase of the project we will design new tools to guide the instrument to the desired target accurately.  

Keywords: Image-guided interventions, liver cancer, 3D ultrasound, image registration 
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ABSTRACT 
Normal mode analysis is a classical mechanics technique for studying harmonic potential wells analytically.  This 

simulation technique studies large-scale internal dynamics of proteins.  In this paper, normal mode analysis is used 

to study the movement of Cytochrome C. in order understand its sequence conservation.  To understand the 

conservation of the protein sequence and its patterns, the dynamic movement of the protein must be understood.  

This paper set out to discover the relationship between protein sequence conservation and protein movement by 

using protein alignment data to study the sequence conservation and normal mode analysis to study protein 

movement.  The structure is as follows: the first section is a detail description of the differential calculus and 

physics behind normal mode analysis; the second section presents the Cytochrome C. family and its conserved 

pattern, the analysis of a case study on the protein 3CP5, and a framework for automating normal mode analysis is 

described.  The results from the case study found that the highly conserved “C**CH” pattern demonstrates rigid 

non-movement, a correlation between sequence conservation and dynamic movement, and conserved patterns 

have less movement in general. 

Keywords: Normal Mode Analysis, Significant Pattern, Invariant Site, Cytochrome C. 
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ABSTRACT 
Amorphous Selenium (a-Se) digital x-ray detectors can be used for various medical imaging modalities including 
mammography, and fluoroscopy. One major performance limitation of a-Se x-ray detectors is the spatial blurring 
caused by reabsorption of fluorescent photons. Fluorescent photons are produced when an incident x-ray photon 
interact within the detector material. Initially, a high-energy secondary electron is ejected from the inner shell of 
the atom, followed by relaxations of the atom that may lead to creation of fluorescent photons. Compared to the 
secondary electrons, fluorescent photons have high mean free path, and may be reabsorbed within the material at a 
large distance away from the interaction cite, thus causing significant spatial blurring in the projected x-ray image. 
The effect of fluorescent reabsorption is dependent on the incident x-ray energy spectrum, and thickness of the 
detector, while the effect of spatial blurring is dependent on the pixel size. For example, an increase in the detector 
thickness would lead to an increase in the probability of reabsorption; while the effect of spatial blurring can be 
reduced by increasing the pixel size, and decreasing the inherent detector spatial resolution. Hence, there is a 
fundamental limitation in spatial performance, and the detector design can be optimized to minimize the effect of 
spatial blurring caused by fluorescent photons. With the use of an accurate and benchmarked Monte Carlo 
simulation package, PENELOPE, we examine the spatial distribution of energy deposition within a-Se digital x-
ray detectors for mammography and fluoroscopy applications. The choice of thickness and pixel dimensions take 
into account the spatial dependence of the energy absorption. We present results on both lateral and vertical (i.e. 
depth) energy deposition within the detector for mammography and fluoroscopy applications using typical 
diagnostic x-ray spectra. 

Keywords: Monte Carlo, Amorphous selenium, digital x-ray detection, energy absorption 
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ABSTRACT
Purpose: In prostate brachytherapy, a surgeon implants radioactive seeds using needles to irradiate cancer while
sparing healthy tissue. Seed positions can be reconstructed from fluoroscopic images taken before and after the
procedure to assess quality. Reconstructing needles from these seed positions can help us to better understand
needle bending, tissue deformation and seed migration. It can also be used for needle-needle ultrasound-fluoroscopy
registration for intraoperative dose assessment and planning.

Methods: Needle reconstruction can be formulated as an assignment problem, where each seed is matched to
the seed next to it along the length of a needle. Since seed assignment costs can be represented as a bipartite graph,
the global lowest-cost solution can be found by the Hungarian Algorithm in polynomial time. Our method uses the
Hungarian Algorithm to find the best seed assignments, and then uses these assignments to trace all of the needles.

Results: Prostates were simulated as spheres, with needles curved toward the central axis. Seeds were placed
on needles with a random perturbation of up to 1/3 of the needle spacing. With these simulated seed positions,
our method resulted in over 95% of seeds being assigned to the correct neighbour and correct needle in less than
5s at 2.00GHz and 1GB RAM. Furthermore, the algorithm was tested on one clinical data set, with a success rate
of over 98% in less than 3s. The combination of speed and accuracy suggests that the algorithm may be used for
intraoperative applications.
Keywords: Prostate cancer, brachytherapy, fluoroscopy, Hungarian Algorithm
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