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Abstract

There has been recent interest in providing formal guarantees on the finite-sample
performance of reinforcement learning algorithms. Existing approaches focus on
ensuring the algorithm selects actions whose values are ǫ-close to the optimal ac-
tions’ values. However, in robotics and many other domains, the primary objective
is to follow the optimal policy, rather than estimating the precise value of that pol-
icy. Here we present preliminary work on an iterative algorithm that dynamically
finds the number of samples needed to ensure the optimal policy is followed.

In reinforcement learning (RL) an agent must learn how to act in an unknown environment in order
to maximize some function of the reward it receives. To do this the agent must balance between
exploration actions that provide it with a better model of the world dynamics and rewards, and
exploitation actions to maximize the agent’s reward given its current knowledge of the world models.
The exploration-exploitation tradeoff is one of the central challenges in reinforcement learning.

In our work we are interested in RL algorithms that have some precise notion of optimality. For
example, in the limit of infinite training data, under appropriate conditions, Q-learning [7] is guar-
anteed to converge to the optimal policy; however no guarantees are made about performance with
finite training samples. In contrast, Bayesian RL approaches often set the problem as a partially
observable Markov decision process (POMDP) where the model parameters are part of the hidden
state (e.g. [6]). A compelling aspect of this approach is that if an optimal solution to the POMDP is
computed, such algorithms would yield a policy that optimally trades exploration and exploitation
at every step. However, this behavior is not typically achieved since generally only approximate
solutions to the POMDP are calculated, and there are usually no bounds given on the performance
of these approximate solutions. Instead, probably approximately correct (PAC) RL (e.g. [1]) takes
a middle ground approach. It guarantees that for a given ǫ and δ, with probability at least 1 − δ,
an algorithm will choose an action whose value is ǫ-close to the value of the optimal action, on all
but N steps, where N is a function of ǫ, δ, and the problem parameters. In doing so it makes no
statement on the optimality of actions taken during those N steps, but ensures that the long term
performance is close to optimal.

One challenge in using a PAC-style reinforcement learning algorithm, such as R-max [1], is how to
set ǫ. This choice of how close to the optimal value the algorithm’s chosen actions will be, has a
direct relation to the number of steps needed (N ). But in many domains, such as robotics, the final
value of the actions performed is not important: instead the objective is to learn to choose the correct
action, that is to find the optimal policy. In such scenarios a more suitable goal is to determine the
number of samples required to guarantee the agent will follow the optimal policy with probability at
least 1-δ. Focusing on this objective may also require a smaller number of samples than is required
for highly accurate value estimates, as we will see shortly. In our domains of interest requiring fewer
samples is of particular importance, since it is hard and/or expensive to get real training examples,
and building a simulator of the domain is nontrivial.



As a step towards this objective, we created an iterative RL algorithm that dynamically sets the
number of samples N and stops iterating when the policy has converged to the optimal policy1. In the
experiment presented below the policy converges significantly before the value function, supporting
our hypothesis. As input the algorithm takes a user-specified δ. The number of samples per state-
action tuple, Nsa, is first set to a low value, and the agent acts using the R-max algorithm, breaking
ties randomly between actions with identical Q-values, until all state-action pairs have been tried
at least Nsa times. At this point we compute the error in the resulting Q-values, which are all now
computed using the estimated dynamics model. The maximum difference ∆Q between the Q-values
of two finite state and action MDPs is bounded above by a function of the discount factor γ and the
L1 distance between their dynamics models T1 and T2: ∆Q ≤ γL1(T1, T2)/(1 − γ)2. To compute
an upper bound on the L1 distance between the estimated and true dynamics models, we estimate
confidence bounds on the model parameters. Hoeffding’s inequality is distribution independent and
can be applied but since the dynamics models here are multinomials, we use the multinomial-specific
confidence intervals developed by Goodman [4]. We then use this computed potential error in the
Q-values (∆Q) to see if the optimal policy for the current estimated Q-values changes. If it doesn’t
change, then the policy is fixed and iteration stops, leaving the algorithm to continue taking only
exploitation actions. If the policy does change, that indicates the uncertainty in the model parameter
estimates is still sufficiently large that the optimal policy could be different than the current estimated
policy. In this case N = |S| · |A| ·Nsa is increased and the next iteration commences. The iterations
can also halt when ∆Q reaches a minimum threshold: this can be used if the user has an idea of
the minimal difference in values he/she cares about, and to prevent the algorithm from attempting to
distinguish between two actions with extremely close values.

We ran our algorithm on the 9-state, 2-action loop MDP (see [2] for a description) with γ set to
0.95 and δ set to 0.5. After the iteration where N was set to 105 samples for each state-action
pair, the change in Q-values ∆Q due to model estimation was sufficiently small that the policy was
unaffected, and so iteration halted. At this point ∆Q, or ǫ, was approximately 0.15. In contrast, if
ǫ has been chosen in advance to be 0.01, then the number of samples required according to PAC
bounds would be over 106, an order of magnitude more than needed in the iterative approach. In
advance it is often hard to know the accuracy needed to ensure the optimal policy will be followed,
and so this approach provides a way to slowly grow the number of samples until this is achieved.

Though this algorithm ensures with probability at least 1−δ that the optimal policy will be followed2

the number of samples required is still prohibitively large for many domains. In practice a far
smaller number of samples than predicted by PAC theory have been found to give good results on
real problems (e.g. [5]). In another experiment with the approach proposed in this paper we found
that though the difference between the true Q-values would predict that over 106 samples would be
required, the policy extracted from the estimated Q values stopped changing after N = 100. We
hope to draw from related work on percentile optimization [3] and robust decision making to better
understand this gulf between theory and practice, and develop reinforcement learning algorithms
that learn faster and still maintain finite-sample performance guarantees.
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1We assume that rewards R are bounded, and given that, w.l.o.g. that all R ∈ [0, 1].
2Or if the algorithm halts because a minimum ∆Q is reached, that the policy followed will be ∆Q-optimal.


