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Abstract

Verification of invariants using model checking can find errors, inconsistencies, and contradictions in
a model. In some applications, it is beneficial to see at once all paths of the model in which the invariant
fails. Thus, instead of the traditional cycle of find bug – fix bug – re-run model checker, we would like
to produce all counterexamples prior to fixing the bug. However, the set of all counterexamples is often
too large to generate or comprehend. We define a series of abstractions that each represent the complete
set of counterexamples in a reduced set of equivalence classes. Our abstractions are based on the control
states and transitions of an extended finite state machine (EFSM) model. We show how our abstractions
can be represented as LTL properties and, therefore, reduce the set of counterexamples on-the-fly during
model checking.

1 Introduction

Model checking is a powerful technique for finding errors, inconsistencies and contradictions in a model
because it searches exhaustively all behaviours of the system [7]. If a model does not satisfy a property
describing a desired behaviour, a model checker produces a counterexample, which is a path of the model’s
behaviour that fails the property. The traditional use of model checking is the cycle consisting of find bug
- fix bug - re-run model checker, until no more counterexamples are found. For some applications it is
advantageous to find all paths that fail the property before fixing the model because the correction may
depend on several factors that can only be recognized by looking at all counterexamples. For example, in
the detection of feature interactions [13], the resolution often requires a comprehensive view of the problem.
Therefore, we would like to have a method to detect all counterexamples prior to modifying the model.
However, the set of all counterexamples is often too large to generate and comprehend.

In this paper, we define a series of abstractions that can be used to represent the complete set of coun-
terexamples to an invariant property in a limited and, hopefully, manageable manner. Each abstraction
level creates equivalence classes of counterexamples. One representative of each equivalence class is included
in the set of counterexample paths presented to the user. Because it is common that models are described
using some form of extended finite state machine (EFSM) with control states and transitions, we abstract
the counterexamples based on the modelling concepts of control states and transitions. An abstract coun-
terexample is a path of transitions leading to a control state in which the invariant fails. An EFSM can
manipulate data values through transition triggers and actions, therefore, a path of transitions is actually
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a set of paths of the model with varying data values. If the ratio of control states to complete states (data
plus control states) is low, this abstraction provides a significant reduction in the set of counterexamples.

We present a method to generate our abstraction levels on-the-fly during iterations of model checking
runs. We execute a cycle of (1) run model checker to find counterexample, (2) abstract counterexample to
its equivalence class, and (3) re-run model checker on the same model, ruling out all counterexamples within
the same equivalence class. We represent the equivalence class of each counterexample as a property in linear
temporal logic (LTL) [24]. By ruling out counterexamples on-the-fly, we greatly reduce the number of model
checking iterations needed as compared to a process that generates all counterexamples and then groups them
into equivalence classes after the model checking process (e.g., [3] [2] [18]). Because the counterexample
abstractions are represented in LTL, our method can be used with many model checkers. We used Cadence
SMV [25] to generate our results.

In Section 2, we define the generic EFSM formalism we will use in this paper. In Section 3, we define
our series of counterexample abstractions and illustrate their meaning using a small example. In Section 4,
we show how the equivalence classes for each level of abstraction can be represented in LTL on-the-fly. We
demonstrate the use of our methodology on two automotive feature design models in Section 5. Section 6
compares our contributions to related work. We conclude in Section 7 and discuss future work.

2 Extended Finite State Machines

An EFSM is a model with a finite set of control states and transitions, such as a Statechart [15]. We explain
our method using a generic flat EFSM, but it can be generalized to models with hierarchical control states
and concurrency.

The syntax of an EFSM consists of a tuple ⟨CS, InitCS, IV, OV, InitV, T ⟩ where CS is a set of control
states, InitCS is a set of initial control states (InitCS ⊆ CS), IV is a set of input variables, OV is a set of
output (controlled) variables (IV ∩ OV = ∅), InitV is a set of initial values for input and output variables,
and T is a set of transitions. Each transition has a name, a source and destination control state, and a
label of the form (c)/a, where (c) is a condition on the variables (IV ∪ OV ) called a guard, and a is a set
of assignments to output variables. Guards and actions of transitions are optional. Variables have a finite
set of possible values, and their initialization is optional. Events, which are often present in EFSMs, can be
modelled as Boolean variables with values that do not persist. Figure 1 is an example of a simple EFSM.
Graphically, control states are represented as nodes with transitions as edges, and the initial control states
are designated with edges that have no source control state.

D0 D1
t1:

(p ∧ q) / r=1

Figure 1: Simple EFSMThe semantics of an EFSM is a set of paths, each of which is a sequence of configurations. Each
configuration consists of a control state, and a set of values for the variables. A transition is taken in a
step when the model is in a configuration consisting of the source control state of the transition and the
variables satisfy the guard of the transition. For example, transition t1 is taken when the model is in source
control state D0 and the input variables p and q have the value true. When a transition is taken, the model
moves to a configuration containing the destination state and the effects of executing the assignments to
variables. Any output variable that is not assigned a value keeps its previous value. Input variables can
change arbitrarily between configurations. Continuing the example, the execution of transition t1 causes the
model to move to control state D1, changing the value of the controlled variable r to 1.

Semantically, every control state has a single self-looping transition, which is taken when no guard on
any other transition exiting the state is satisfied. These transitions ensure that at every configuration there
is a next configuration. We call these transitions non-contributing because they do not contribute compu-
tationally to creating a counterexample. There are no actions associated with non-contributing transitions,
but input changes might occur. T is the set of contributing transitions 1.

1A self-looping transition in T with no guard or actions implicitly has the guard true, unlike non-contributing transitions.
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We can describe the meaning of an EFSM in a Kripke structure (KS). In a KS, the control states of an
EFSM are typically modelled as a variable taking on the possible state names as values. The other EFSM
variables are modelled as KS variables of appropriate types. A KS state represents a configuration of the
model with values for each of the KS variables. Figure 2 shows the KS for the EFSM in Figure 1. In our
example, the EFSM has two control states, whereas the Kripke structure has 8 KS states. Transition t1
in Figure 1 corresponds to four transitions in the KS. We can see that the control states of the EFMS are
abstractions created by the modeller to group together a set of past behaviours that have the same set of
possible future behaviours. The KS state space is the reachable set of KS states within the cross product of
the possible values of all the KS variables. The KS state space is usually significantly larger than the set of
control states of the EFSM.

D1,  ,q,r=1      D1,p,  ,r=1 D1,p,q,r=1

D0,p,q,r=0           

p qD1,  ,  ,r=1    p q

D0,p,  ,r=0            

D0,  ,q,r=0        

D0,  ,  ,r=0            

p

q qp

1 MODULE main(p,q,r) {
2 tr :{tn, t1};
3 cs :{D0, D1};
4 init(cs) := DO;
5 init(r) := 0;
6

7 next(tr):=
8 switch(cs){
9 D0: if (p & q) {t1}

10 else {tn};
11 D1: tn; };

12 next(cs):=
13 switch(next(tr)){
14 t1: D1;
15 tn: cs; };
16

17 next(r):=
18 switch(next(tr)){
19 t1: if (p & q) {1}
20 else {r};
21 tn: r; };
22 }

Figure 2: Kripke structure and SMV model for EFSM in Figure 1
Figure 2 also shows an SMV model of the KS of Figure 1. In this paper, we will always use the variable

name cs for the control state variable, which has the value of the current control state of the configuration.
In the SMV model, we include a variable, tr , which has the value of the name of the last transition taken
in the model. The next value of tr is used to update the other variables values 2. We use the transition
value tn to represent a non-contributing transition, chosen only if no other transition guards are satisfied in
a configuration. Because non-contributing transitions have no effect on control states and output variables,
and every control state has one such transition, we can use the variable value tn as the transition name for
all non-contributing transitions in the EFSM. The counterexamples generated by SMV are in terms of KS
states; next, we propose a more limited representation by abstracting counterexamples.

3 Counterexample Abstraction

In this section, we describe our series of abstraction levels for the counterexamples produced by an EFSM
represented as a KS. The intuition behind our counterexample abstractions is that the paths of the KS
that go through the same sequence of control states and transitions, but vary in data, should be considered
the same from the point of view of the EFSM. Since the user views the model as an EFSM (not as a
KS), repeated counterexamples that follow the same path in the EFSM with different data do not add
to the user’s understanding of the error or inconsistency that the counterexample illustrates. Thus, by
grouping the counterexamples based on the path through the EFSM, we create a useful abstraction of the
counterexamples. If the ratio of control states to KS states is low, then this abstraction technique greatly
reduces the set of counterexamples, potentially making it manageable and useful. For each equivalence class,
the user is provided with a representative counterexample including the sequence of KS data values that
lead to the error.

A counterexample reported by a model checker may contain loops, therefore the set of all counterexamples
can have an infinite number of elements by varying the number of iterations of these loops. Let CE be the

2In theory, transition names can often be implemented using a macro. However, in Cadence SMV, macros do not appear in
counterexamples, and we make use of the transition name in our on-the-fly abstraction method presented in Section 4.
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set of counterexamples that could be reported initially by model checking an invariant property under
no assumptions about the order of counterexample generation. In order to give a measure of how much
abstraction we achieve, we define the finite set FIPaths (failed invariant paths), which contains finite paths
that end in a KS state that fails the invariant. Each element in FIPaths is generated from a counterexample
c in CE such that
FIPaths = {p | ∃c ∈ CE • p = reduce vals(reduceKS(trunc(contribute(c))))} where:
• contribute(c): Removes all non-contributing transitions from c. Non-contributing transitions allow the

environment to change input variables, letting the model make progress, but we are only interested in
the inputs that cause the counterexample. Because the transition name included in the configuration is
the last transition taken, the inputs in the last KS state of a sequence of non-contributing transitions are
copied back to the KS state with the contributing transition just before the sequence begins 3.

• trunc(c): Truncates the path c such that there are no configurations beyond the last KS state in the
sequence that fails the invariant.

• reduceKS(c): Removes loops that reach the same KS state more than once in c.
• reduce vals(c): Removes from c: (1) the value of the transition name in the first configuration and

(2) the input variables in the final configuration of the path. The transition name contains the last
transition taken and the inputs to the model are used to calculate the next configuration (not the current
configuration) and therefore neither values contribute to the computation that fails the invariant.

One element of CE may contain multiple states that fail the invariant. However, each of the subpaths ending
at a state that fails the invariant could be another element of CE, and therefore creates its own corresponding
element in FIPaths.

Within the general idea of abstracting counterexamples based on control states and transitions, there are
a variety of more precise abstractions that may be useful at different times during the analysis process or in
different domains. These abstractions consider which paths of the EFSM should be considered the “same”
from an abstract point of view.

We use the EFSM model in Figure 3 to illustrate our counterexample abstraction levels. In the example
EFSM, the initial value of output variable s is 0. To demonstrate our method, we have shaded three control
states and assume that these states correspond to some KS state that fails the invariant. We call these
failed invariant control states (FICS). As an example of the potential reduction rate of our abstraction
method, consider transition t6. It represents 8 transitions in the KS 4. Table 1 shows the equivalence classes
created by each of our abstraction levels for the model of Figure 3. The number beside an equivalence class
in Table 1 shows the number of elements of FIPaths in the class. The total number of elements in FIPaths
is 183, which covers all the KS looping and data variations in counterexamples.

A C D

B E

 1: (en_2)   t  5: / s=s+1t

(¬ en_1) 6:    t

 7:  (s=1)  t  4: (en_1)   t

2:    (en_1)t

3:    (¬ en_1)t 8:    (en_2)t

Figure 3: Example EFSM
Next, we present the counterexample abstraction levels from the most detailed to the least detailed. We

use the following notation with respect to path, p, to describe our counterexample abstraction levels:
• src(p): The source control state of the first transition in p.
• dest(p): The destination control state of the last transition in p.
• last trans(p): The last transition taken in p.
• trans seq(p): The sequence of transitions taken in p.

3The definition of contribute would be simpler if tr held the value of the next transition to be taken. However, we found the
SMV models more intuitive and the description of the levels of abstraction and their representation in LTL simpler using tr as
the last transition taken.

4The source configuration has values for the input variables of en 2=true/false, while the destination configuration has values
of en 1=true/false and en 2=true/false.
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Level 1 Level 2 Level 3 Level 4

[⟨t1⟩] - 43 [t1] - 53
[A,C] - 58

[C] - 86[⟨t4⟩] - 15 [t4] - 21

[⟨t2⟩] - 28 [t2] - 12 [B,C] - 28

[⟨t1, t7⟩] - 21
[t7] - 67

[A,D] - 45
[D] - 67[⟨t4, t7⟩] - 24

[⟨t2, t7⟩] - 22 [B,D] - 22

[⟨t1, t8⟩] - 12
[t8] - 30

[A,E] - 18
[E] - 30[⟨t4, t8⟩] - 6

[⟨t2, t8⟩] - 12 [B,E] - 12

Table 1: Summary of series of counterexample abstractions for Figure 3.
The total number of elements of FIPaths is 183.

• reduceEFSM(p): Removes EFSM loops from p. An EFSM loop is one that reaches the same control
state in p more than once. While EFSM loops may change data and therefore be necessary to fail
the invariant, when using reduceEFSM we consider all paths with iterations of an EFSM loop to be
equivalent.

We use the notation [x] for the equivalence class of x, which consists of the set of equivalent elements of
FIPaths in the class x. x may be a control state, a path, or a transition, etc.

Level 1: Distinct Paths - All the paths that have the same sequence of transitions after removing any
EFSM loops in each path are considered equivalent.
Definition 1: ∀p ∈ FIPaths • [p] = {q ∈ FIPaths |

trans seq(reduceEFSM(p)) = trans seq(reduceEFSM(q))}
There are nine equivalence classes at Level 1 for the EFSM in Figure 3. For example, the path ⟨t2, t5, t1, t8⟩
is part of the equivalence class [⟨t2, t8⟩] after removing the EFSM loop with respect to control state C.

The equivalence classes of Level 1 can also be used to construct the submachine representing total tran-
sition coverage because every transition of the EFSM that contributes to a counterexample is included in
one equivalence class.

Level 2: Distinct Last Transitions - All the paths that have the same last transition are considered
equivalent.
Definition 2: ∀t ∈ T • [t] = {p ∈ FIPaths | last trans(p) = t}

An equivalence class for a transition t is empty if that transition is not the last transition in a path within
the set of FIPaths. There are five non-empty equivalence classes at Level 2 for the EFSM in Figure 3. For
example, the path ⟨t2, t5, t1, t8⟩ is part of the equivalence class [t8].

Level 3: Distinct Initial and Final States - All the paths that have the same initial control state and
final control state are considered equivalent.
Definition 3: ∀i ∈ InitCS, ∀s ∈ FICS • [i, s] =

{p ∈ FIPaths | src(p) = i ∧ dest(p) = s}
An equivalence class is empty if an initial control state is not the first state on a path that leads to a control
state in FICS. There are six non-empty equivalence classes at Level 3 for the EFSM in Figure 3. For example,
the path ⟨t2, t5, t1, t8⟩ is part of the equivalence class [B,E].

Level 4: Distinct Final States - All the paths that lead to the same final control state are considered
equivalent.
Definition 4: ∀s ∈ FICS • [s] = {p ∈ FIPaths | dest(p) = s}
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There are three equivalence classes at Level 4 for the EFSM in Figure 3. For example, the path ⟨t2, t5, t1, t8⟩
is part of the equivalence class [E].

Figure 4 shows the partial order relationship among the abstraction levels. Two levels are related when
an equivalence class of one level is always strictly subdivided into more equivalence classes at the next lower
level, meaning that no counterexamples that were previously considered distinct in the abstraction become
equivalent at the lower level. Levels 3 (Distinct Initial and Final States) and 2 (Distinct Last Transition)
are not linearly related because two paths with distinct initial states that reach the same final control state
may have shared suffixes.

Level 1:
Distinct Paths

Level 3:
Distinct Initial and Final States

Level 2:
Distinct Last Transitions

Level 4:
Distinct Final States

Figure 4: Partial order among counterexample abstraction levels

4 On-the-fly LTL Counterexample Abstraction

In this section, we explain how to represent our series of abstractions on-the-fly using LTL properties.
In previous work [3] [2] [18], to generate an abstract set of counterexamples, the user first generated all
the counterexamples by iterating the model checker and then grouping them into equivalence classes. By
ruling out all equivalent counterexamples on-the-fly, we avoid the need to generate all counterexamples,
thereby substantially reducing the number of iterations of the model checker. Our LTL properties describe
equivalence classes of counterexamples rather than the complete list of counterexamples.

Our on-the-fly abstraction method is illustrated in Figure 5. We assume that the model input to the
process contains the following:

inv: Macro that specifies the criteria to identify an error, inconsistency or contradiction in the model, i.e.,
the invariant property.

contribute: Macro that specifies (¬(tr = tn) ∨ final states), a condition indicating that only contributing
transitions are taken unless the model reaches a final control state. Final states are control states that
are not source states of any contributing transition.

SMV

level

Abstract
c/emodel + 

new_property

one representative 
c/e per 

equivalence class

if (c/e)

if ¬(c/e)• contribute
• inv

model 

Figure 5: On-the-fly abstraction process
In our method, we iteratively (1) ask SMV to generate a counterexample, (2) abstract the counterexample

to its equivalence class for the desired level, (3) represent this abstraction as an LTL expression, (4) create
a new property that is the disjunction of this LTL expression with the invariant and the LTL expressions
representing previously generated counterexamples, and (5) repeat the process by re-running the model
checker on the same model with the new property. By disjuncting an LTL expression of the equivalence
class with the property, we disallow the generation of any more counterexamples in that equivalence class.
We produce as output one representative counterexample per equivalence class. This iterative process runs
automatically via scripts, and it is repeated until no more counterexamples are found.

For every abstraction level, we begin by checking the property
G(contribute) → G(inv)

to get the first counterexample. After this first iteration, we add an LTL expression that represents the
equivalence class of this counterexample according to the desired level of abstraction. These LTL expressions
are summarized in Table 2, and explained next in order from least complex to most complex (reverse order
of Section 3). We use the following operators of LTL:
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Level LTL property after m iterations
4 G (contribute) → G (inv ∨...∨ (cs=FI

j
1
) ∨...∨ (cs=FI

j
m))

3

G (contribute) → (G (inv) ∨

((cs=I1) ∧ G(inv ∨ (cs=FI1
1
) ∨...∨ (cs=FI

j
1
)))

∨...∨

((cs=Im) ∧ G(inv ∨ (cs=FI1
m) ∨...∨ (cs=FI

j
m))))

2 G (contribute) → G (inv ∨ (tr=tn
1
) ∨...∨ (tr=tnm))

1

G (contribute) → ((G (inv)) ∨

((cs=I1) ∧ (inv U ((tr=t1
1
) ∧...∧ ((inv ∨ (cs=FI1

1
) ∨...∨ (cs=FI

j−1

1
))

U ((tr=tn
1
) ∧ G (inv ∨ (cs=FI1

1
) ∨...∨ (cs=FI

j
1
)))))))

∨...∨

((cs=Im) ∧ (inv U ((tr=t1m) ∧...∧ ((inv ∨ (cs=FI1
m) ∨...∨ (cs=FI

j−1
m ))

U ((tr=tnm) ∧ G (inv ∨ (cs=FI1
m) ∨...∨ (cs=FI

j
m))))))))

Table 2: Counterexample abstraction properties per level for a set of m
elements of FIPaths : ⟨I1, t

1
1, ..., F I1

1 , ..., tn1 , F Ij
1⟩

· · ·
⟨Im, t1m, ..., F I1

m, ..., tnm, F Ij
m⟩

where Ii are initial states, FIj
i are elements of FICS and tki are

transition names
• Globally: G ψ means that ψ must hold on the entire path.
• Until: ψ U φ means that φ must hold at the current or a future position, and ψ has to hold until that

position. From there on, ψ does not need to hold.
A counterexample generated by the model checker may contain more than one KS state that fails the

invariant, so we can create multiple elements of FIPaths from it. All subpaths of the counterexample that
end in a KS state that fails the invariant are elements of FIPaths because the shorter paths could have
been returned as counterexamples themselves. One equivalence class is generated for each of these paths.
Thus, the number of iterations of the cycle can be less than the number of equivalence classes at a level of
abstraction. The representative counterexample chosen as output of our method is an element of FIPaths.

For Levels 1-4, the first step in the process is to calculate the set P , consisting of the elements of FIPaths
generated from the counterexample returned by the model checker. The macro contribute implements the
definition of the function contribute in Section 3, ensuring that the counterexample returned by the model
checker only contains contributing transitions. The function trunc is implemented by creating all subpaths
of the counterexample ending in a KS state that fails the invariant. Then, the functions reduceKS and
reduce vals are applied to each subpath. The result of the application of these functions is the set of paths
P .

Level 4: Distinct Final States - For each path, q, in P , we add to the property a disjunction with an
LTL expression that cs has the value of the last control state in q (which is always an element of FICS ),
forcing the model checker to find another control state where the invariant fails. Because any element of P
ends at a KS state in which the invariant fails, effectively we disjunct the LTL expression that cs can have
the value of any element of FICS found in the counterexample from which P was generated.

Level 3: Distinct Initial and Final States - For each path q, in P , we add to the property a disjunction
with an LTL expression describing the path that starts with the initial control state of q, and that includes
the last control state in q (which is an element of FICS ). Over multiple paths, we group all final control states
with the same initial control state together in a disjunction with the invariant. In the next iteration, the
model checker searches for paths that either start with the same initial control state, but end at a different
control state that fails the invariant, or start with a different initial control state and end at a control state
where the invariant fails.
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Level 2: Distinct Last Transitions - For each path, q, in P , we add to the property a disjunction with
an LTL expression that tr has the value of the last transition taken in q (which leads to a control state in
FICS ), forcing the model checker to find another transition that leads to a control state in FICS.

Level 1: Distinct Paths - For each path, q, in P , we add to the property a disjunction with an LTL
expression that makes the model checker accept any path with the same sequence of transitions as q, and all
EFSM looping variations of this path. For example, for the path ⟨t1, t2⟩ of Figure 6, some looping variations
are the sequences of control states A-X-A-B-C, A-B-Y-B-C, and A-X-A-B-Z-A-B-C, where X,Y,Z can be a
sequence of states. By including the looping variations, the model checker will not report them separately.

A B C1 2t t

Figure 6: Looping variations of path ⟨t1, t2⟩
The LTL expression that recognizes all EFSM looping variants of a path is constructed using the LTL
operator Until. For the path ⟨I, t1, ..., tn, F I⟩, the LTL expression has the form

((cs=I) ∧ (inv U ((tr=t1) ... ∧ (inv U ((tr=tn) ∧ G(inv ∨ (cs=FI)))))))

Through the use of the Until operator, we allow paths with loops whose states all satisfy the invariant to be
included in this equivalence class.
If the path q includes more than one control state in FICS, then the invariant is allowed to be violated by
these control states partway through the path. For example, the path ⟨t1, t8⟩ in Figure 3 has control states
C and E in FICS. The property must accept the occurrence of control state C before t8, which is done by
disjuncting the constraint that cs can be C to the condition that checks that the invariant holds before the
next contributing transition, i.e., (inv ∨ (cs=C)). Then, the LTL expression for this equivalence class is

((cs=A) ∧ (inv U ((tr=t1) ∧

((inv ∨ (cs=C)) U ((tr=t8) ∧ G(inv ∨ (cs=C) ∨ (cs=E))))))))

Our method does not rely on the order in which the counterexamples are generated (such as generation of
the shortest one first). It may be the case that information discovered from a counterexample generated later
in the cycle subsumes information found earlier. For example, when generating the elements of FIPaths from
a counterexample that contains multiple states that fail the invariant, one of these elements may be a path
that was previously discovered. While this may make the LTL expression representing the equivalence classes
discovered so far longer than needed, logically, it does not change the resulting set of equivalence classes
found. For simplicity of our method, we chose to make the abstraction process for each counterexample
independent of any equivalence classes seen in previous cycles.

Table 3 shows the number of cycle iterations, the number of equivalence classes per level (as shown also
in Table 1), the maximum BDD size for all cycles, and the total time for all iterations of the analysis of
Figure 3.

Abstraction Level Iterations Equiv. Classes BDD Nodes Time
Level 4 3 3 846 7.4s
Level 3 6 6 2359 7.8s
Level 2 5 5 1653 7.6s
Level 1 7 9 18308 8.3s

# Elements
FIPaths 102 183 1905116 315m20s

Table 3: Statistics for the analysis of Figure 3We counted the number of elements of FIPaths for the example in Figure 3 by iteratively adding to
the property a disjunction with an LTL expression exactly (i.e., not abstractly) representing the element of
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FIPaths matching the counterexample. The LTL expression used is similar to that of Level 1, but complete
KS configurations are used rather than just control states and transitions. We reduced the number of
iterations of this process by finding multiple elements of FIPaths from a counterexample when possible (as
is done for all the levels).

5 Case Studies

In this section, we show how our method is used to check for errors in the functional requirements of two
automotive features. We verified two of our non-proprietary feature models, Collision Avoidance (CA) and
Emergency Vehicle Avoidance (EVA) [21], using our counterexample abstraction method. These features
are generally known as “Active Safety Systems” because they use sensors, cameras, radar, and sometimes
even GPS devices, to help the driver control the vehicle. CA helps to prevent or mitigate collisions when
driving forward. EVA pulls the vehicle over when an emergency vehicle needs the road to be cleared. Our
automotive features are representative in type and complexity to models that we have seen developed in
practice, but do not include failure modes (e.g., fail-safe states for degraded modes of operation).

In previous work [22] [23], we translated these feature models created in MATLAB’s Stateflow [1] to
SMV. Automotive features are often hierarchical state machines. Thus, our translation creates one state
name variable per hierarchy level of the EFSM in the SMV model. In this case, the constraints on cs are
expressed over the values of control states at all levels in the hierarchy. Also, automotive features only have
one initial state, because Stateflow does not allow multiple initial states. Therefore, Level 3 has the same
result as Level 4.

For CA and EVA, we checked the functional requirement that no feature can request braking higher than
60% of the total braking force, i.e., (set Brake < 60). The results of our analysis are summarized in Table 4,
showing the number of iterations of the model checker, the maximum BDD nodes for all iterations and the
time taken to complete all the cycles. The model checking verification runs were performed on a 2GHz
Intel Xeon MP CPU with 8GB of RAM. For CA and EVA, all the counterexamples generated by the model
checker contained only one state that fails the invariant. Therefore, in this case, the number of equivalence
classes per level corresponds to the number of iterations.

Abstraction CA EVA
Level Iterations BDD Nodes Time Iterations BDD Nodes Time

Level 4 1 5658 7.5s 1 4557 7.5s
Level 3 1 1043 7.6s 1 8477 7.6s
Level 2 3 10656 8.0s 2 8543 7.8s
Level 1 5 305495 14.2s 2 35874 8.3s

Table 4: Case study resultsIn this case study, it was not possible to generate the complete set of FIPaths because this set is too
large and the size of the LTL property became so large that the model checker would not terminate. The
complexity of LTL model checking depends on the size of the property, as well as on the size of the model.
Thus, unlike in our illustrative example, we cannot provide the number of elements in FIPaths that belong
to each equivalence class.

Our method allows a feature engineer to have complete information about the set of counterexamples
grouped at meaningful levels of abstraction even though all counterexamples cannot be generated. For
example, to know in which control states an error is found, a feature engineer would ask for the results from
Level 4. There are normally more paths in Level 2 than in Level 4 because each control state usually has
many incoming transitions.
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6 Related Work

Our work differs from approaches that use model checking for debugging in that we find all abstract coun-
terexamples instead of providing only certain classes of witnesses. Copty et al. use a model checker engine
to generate BDD’s that compute counterexamples of a given length [8], while we do not restrict the length
of the counterexamples. Other approaches generate all counterexamples and then analyze or abstract them.
Groce and Visser use an algorithm to find the differences between counterexamples and traces with no error,
by calling a model checker that is able to report all counterexamples [14]. Some model checkers, such as
SPIN [17], include the ability to generate all the counterexamples by having the model checking algorithm
keep searching the KS state space even when the property fails. No modification of the model or the property
is necessary, but the counterexamples generated are in terms of KS states, unlike our method that produces
abstract counterexamples. Chechik and Gurfinkel merge the information of all the counterexamples to a
property into an abstract one, displaying it as a proof-like tree [6]. Each state of the abstract counterexam-
ple path is a summary of the data variations, from all the counterexamples that caused the error, whereas
our method only produces one representative counterexample with one set of data values. Several approaches
attempt to identify the cause of an error in a counterexample. Ball et al. identify the transitions in an error
trace that are not part of any correct trace [4]. Their algorithm first calls a model checker; if the property
fails, they compute the set of correct transitions, and then iteratively find different error causes by comparing
the transitions that are part of the error trace but do not belong to any correct trace. Our work does not
attempt to show the cause of an error.

Our method finds equivalence classes on-the-fly, so multiple counterexamples in the same class are never
generated, whereas some test case generation approaches apply duplication elimination after all counterex-
amples are generated [3], [2], [18], or do not apply duplication elimination at all [16]. Test case generation
approaches create a test case per property by (1) generating a counterexample with a model checker, and (2)
turning the counterexample into a concrete test case. While we do not create concrete tests for simulation
or verification, in the future we might integrate the ability to simulate counterexamples generated. Ammann
et al. use SMV and mutation analysis to create test cases for structural coverage [3], [2]. Gargantini and
Heitmeyer construct properties from an SRC specification for structural coverage [11]. Their concept of
equivalence of transitions, i.e., coverage of all variable values as defined by the guard in an SCR table, is
like our concept of transition names. Their tool has to check if a case is not already covered, which we
disallow by adding properties to the model at each iteration. Heimdahl et al. use the model’s syntax tree to
create properties for structural coverage [26], [16]. Engels et al. use SPIN for conformance testing given a
set of properties written manually [9]. Hong et al. uses SMV to find witnesses for control-flow or data-flow
criteria [19], [18]. Their use of EFSMs require paths to end at an initial state or at an state marked by the
testers, whereas our paths end at a control state in which the invariant fails.

Our work uses model checking tools directly instead of generating a submodel that represents the desired
coverage criteria. Benjamin, Geist, Hartman et al. developed the tool GOTCHA for state and transition
coverage [12], [5], [10]. Their use of projected transitions reduces the model by considering only certain
variables, while our concept of transition names does not change the model and groups together paths that
have the same set of control states and transitions (but vary in data). Jéron and Morel created a tool, TGV,
to construct the subgraph of the system and the specification to perform conformance testing [20]. Zeng
et al. developed an algorithm for branch coverage [27]. Their algorithm has as input a list of properties to
check, whereas we create the properties that disallow classes of counterexamples on-the-fly.

7 Conclusion

In this paper, we defined a series of abstractions that represent the complete set of counterexamples to an
invariant in a reduced set of equivalence classes, which is easier to generate and comprehend than the whole
set of counterexamples. We have shown how to represent these abstractions on-the-fly as LTL properties
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to be used by a model checker. The abstractions we defined are based on the modelling abstractions of the
control states and transitions of a extended finite state machine (EFSM). Our counterexample abstractions
and their representation as LTL properties can be used for any model that is expressed as an EFSM and
that would benefit from a more abstract representation of counterexamples. We demonstrated the reduction
produced by our counterexample abstractions in the verification of an invariant for two automotive feature
design models.

In this paper, our methodology has been explained for a single EFSM, but we are working on generalizing
our levels of counterexample abstraction and our proposed on-the-fly LTL abstraction method for multiple
concurrent EFSMs without flattening the model. We plan to use our technique for the detection of feature
interactions between automotive features. For these large combined models, we expect that even some of
our levels of abstraction will generate LTL properties that create a model checking problem that is too
large to complete. We are working on techniques that reduce the size of the LTL property needed by using
expressions that subsume a set of LTL expressions.
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