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Abstract—Valiant load balancing (VLB), also called two-stage theoretical optimum as the density of the topology increase
load balancing, is gaining popularity as a routing scheme tht these results are given in Section IV. We view this as a step
can serve arbitrary traffic matrices. To date, VLB network design towards proving the viability of VLB. We emphasize that
is well understood on a logical full-mesh topology, where VB L . . N .
is optimal even when nodes can fail. In this paper, we address this is a W0r§t-case analysis, VLB is an OPI'V'OUS routing
the design and Capacity provisioning of arbitrary VLB network SCheme, and it CompareS We” to the theore“cal |0Wer bound
topologies. First, we introduce an algorithm to determinei VLB  for required capacity. These results rely on a theorem we giv
can serve all traffic matrices when a fixed number of arbitrary jn Section Ill that characterizes the necessary and sufficie
links fail, and we show how to find a min-cost expansion of the anacity of links crossing each cut, or partition, of a netig
network—uvia link upgrades and installs—so that it is resilient to . . . .
these failures. Additionally, we propose a method to desiga new no.de.s. This theorem also gives gn aIgo_nthm _to check if an
VLB network under the fixed_charge network design cost model eX|St|ng network can serve a.” tl‘affIC matrices W|th VLB When
Finally, we prove that VLB is no longer optimal on unrestricted a fixed number of links fail.
topologies, and can require more capacity than shortest pat In this paper, we address the design and capacity pro-

routing to serve all traffic matrices on some t_opolog|es. Tl_me visioning of physical VLB networks as well. Network de-
results rely on a novel theorem that characterizes the capay

VLB requires of links crossing each cut, i.e., a partition, 6 the SI9N is a difficult optimization problem: one would like to
network’s nodes. design a minimal cost network that meets several quality-

of-service constraints. Unlike current routing practjcésB
|. INTRODUCTION routes traffic in a predictable fashion—using VLB, nodes are
not required to update forwarding paths due to congestion or
Recent work oroblivious routing—where all routes are static failures. Instead, the goal of VLB network design is to dasig
and do not change depending on congestion in the networkninimal cost network with enough capacity to serve all teaffi
has suggested Valiant load balancing (VLB) as an alter@édv matrices even under failures.
direct routing [8], [11]. VLB is also commonly known as two- - We show how to design an optimal VLB network under the
stage load balancing, because it modifies routing to coosistfixed-charge cost model, which allows the network operator
two stages. In stage 1 of routing, a node splits a predetedning estimate the expense of installing a link between each pai
fraction of its ingress traffic to each node in the networkisThof nodes. We give an integer program (IP) formulation that
load-balanced node is chosen randomly for each packet agigns a minimum-cost VLB network under the fixed-charge

does not depend on the packet's final destination. In stagecdst model. We propose this VLB network design approach
nodes forward all load-balanced packets they've received B Section V.

to the packets’ final destination.
Provisioning a logical full-mesh to serve all traffic maéic Il. MODELS AND DEFINITIONS

with VLB has been extensively studied. VLB is optimal inB ¢ iving the details of | he rsod
terms of the required link capacity to serve all traffic mzds efore glving the detalls of our results, we present the ©

on a homogeneous full-mesh topology [11], and this optimaﬂ—nd notation used throughout the remainder of this paper.

ity remains when nodes can fail [2]. At the logical layer
VLB is alwaysthe best routing scheme for a homogeneou
network. This optimality does not necessarily transferlwel We assume that the amount of traffic entering and exiting
to the physical layer, however. We prove that a path is tliee network from each node is fixed and that the two values
worst-case topology for VLB and can requigén) times the are equal. We say that the amount of ingress/egress traffic at
capacity of the lower bound for any routing scheme, a shanpde: is therate of i and we denote this value by. We
contrast to VLB's optimal capacity requirement on a fullshe assume that the rate of a node is bounded by the sum of the
More generally, we show that VLB performs poorly on sparsagress/egress links to that node; this is known ashbse
topologies, where the ratio of links to nodes is low; howgvemodel[4], which was originally used to specify the bandwidth
we show that VLB's capacity requirements approach threquirements of a Virtual Private Network (VPN).

Traffic model



We wish to consider traffic matrices that respect the rat&s neighbors We assume that all links i@ have a capacity,
of each node, i.e., no nodenitiates or receives more thap  which indicates the maximum number of bits they can carry at
traffic. A traffic matrixis ann x n matrix where the, j entry once. We denote the capacity of an linky c(e). We say that
indicates the amount of traffic nodés currently sending node the utilization of a link is the amount of traffic it is carrying
j- As observed in [8], it is enough to consider only the traffidivided by its capacity. When studying link failures in this
matrices where each node sends and receives at its maxinpaper, we assume that no failure disconnects the netwak, th
rate, i.e., for a traffic matrixD, we havezjev_#i D,;; =r; is, we assume there is always at least 1 path between all node
and Zjev_#i D,; = r;, and we say that such a traffic matrixpairs.
is avalid traffic matrix(VTM). We are interested in being able
to serve any VTM, so we do not require that the traffic matrix |ll. D OES ANETWORK HAVE ENOUGH CAPACITY?

of a network is static, only that it always remains valid. | this section, we give a combinatorial algorithm to find a

B. Modeling VLB at the physical layer feasible solution to the multi-path VLB routing problem. 1Ou

. . , algorithm relies on a characterization of the capacity dink
Valiant load balancing (VLB) is also known as two-stage . ) . : .
. ) : ¢rossing each of a network’s cuts require, which we describe
routing, because packet routing is done in two stages. Stage ; . . : .
: ) . ; In Section IlI-A. This theorem is easily used to determine
is a load balancing step which sends packets to an interteedi . : . ; .
L . _.If a feasible multi-path VLB routing solution exists when
nodes, and stage 2 forwards packets to their final destmatio . . : ) L _
. up to k£ arbitrary links fail, which we describe in Section

In detail, the two stages behave as follows.

h node f d d ined fracti I1I-B. Before presenting either of these results, howewver,
- Stage 1Each node forwards a predetermine raCt"?Bescribe the VLB routing problem as a multicommaodity flow

of its in_gre_ss traffic _to each node in the network; t_h't_groblem, which we use throughout the rest of this paper.
forwarding is done without regard for each packet’s fin

destination. The fraction of each node’s traffic nofe VLB as a multicommodity flow The VLB routing problem

rSecewe;I;jur;(ng stagell '5‘ jpec'f'ed by. 1 ¢ d Céln be described asmaulticommodity flowwhich generalizes
» Stage 2Packets received during stage 1 are forwardgfe ye|l-known maximum flow problem to have multiple

on to their final destination. source and destination pairs. @ommodityis an s-t flow

We call ay, ..., an the |°§d balancing parametersf the  \here nodes sends traffic to node at a specified rate,,
network, and we requirg_;_, a; = 1. We also consider a anq is denoted bys, ¢, r). The multicommodity flow problem
VLB variant where we requiren = --- = an, Which we akes as input a set of commoditigs = {(s4,t;,7:)}, and

call strict Valiant load balancingSVLB). In practice it only 5 goution to the multicommodity flow problem is a set of

makes sense to use SVLB on a homogeneous network witQfys » — (Foits : (si,ti,rs) € W and |fs, | = ri}; finally

full-mesh topology—we use it here for theoretical analysis 5 go|ution to multicommodity flow problen on network
In order to define the two variants of VLB we consider, wey _ (V, E) is feasibleif for all e € E, 3,y fx(e) < c(e)
b 1 6 p— 1

need some terminology. For a pair of nodes, ans-t flow  \yhere £, (¢) is the amount of traffic sent on by commodity
with rate|f| assigns a valug(P) to each path from to ¢ in .

G such thay_, f(P) = [f|. We denote the amount of traffic \jewed as a multicommodity flow problem, the VLB rout-

flow f places on a link by f(e). , _ ing problem is a set df (%) = n(n—1) commodities, specified
The following are the VLB routing variants we consider.

as follows.
« A solution to thesingle-path VLB routing problernon-
sists of the set of traffic split ratios, ..., «, together Wyrs = {((s,4),a4rs)} Vs,i eV Stage 1
with a simple pathP;; for all ¢, j € V that indicates the U {((i,t),asm)} Vi,t €V Stage 2

path traffic forwarded from to j follows. _ _

« In themulti-path VLB routing problena solution consists Since we have captured all flows between nodes, it's clear
of a set of traffic split ratios1, . . ., a,, along with a flow that the VLB routing problem with load balancing parameters
fi; for each pairi, j € V such that|f;;| = ajr; + agry, Q-5 admits a soluti_on if and _onIy if the multicommod-
where r; is the rate of node; the set of all flows is ity flow Wyig has a feasible solution.
denoted byP = {f;; :i,j € V}. Thus far, we have not precisely described the commodities

We say that a solution to either VLB routing problem is  YWvLs since we have not specified values fer, ..., a,.

feasible solutiorif no link carries more traffic than its capacity. | Nere are many ways could find values for these load balanc-
ing parameters, for instance, values for eaglthat maximizes

C. Definitions and Notation the network’s throughput using multi-path VLB, can be found

Let G = (V, E) be a network with node sét and links in polynomial-time using an LP [9]. It's NP-hard to find a
E. We denote a link by or by specifying its endpoints, sofeasible single-path VLB routing; however, there is a fully
a link from to j is denoted(i, 7). We assume that links arepolynomial-time approximation algorithm for the probled].[
bidirected, i.e., whenevdi, j) € E we also havgj,i) € E. Given optimal values fory,...,«,, G can serve all VTMs
We usen to denote the number of nodes in a network, i.ewith VLB if and only if the multicommodity flomAVy 15 has
let n = |V|. The nodes connected toby a link are called a solution.



A. Characterizing the cuts of a VLB network algorithm can be used to determine whether or not a network is
Finding a solution to the multicommodity flow problem¥ link resilient. The algorithm’s input is a netwotk = (V, E)

WL ensures that a network can use VLB to serve all VTM&ith quk capacities, rates,, ..., r, for each node, and load
however, we do not gain any insight into the structure d¥alancing parameters,, ..., a,.

networks where a feasible solution Wy g exists. We now 1) For all cuts(S,V — S) of G, letey, ..., e5s) be the
give a combinatorial algorithm to find a solution to the multi links in 6(S) ordered such that; > --- > e|5.g)|-

path VLB routing problem. It is based on a theorem we will 2) If ¢(S) — 2% | ¢(e;) < g(S) for any cut(S,V — S) of

give next that describes the necessary and sufficient dgpaci V, thenG cannot serve all VTMs undeék link failures.

that each cut of a network must have in order to serve glhe worst-case runtime of this algorithm is exponentiatsin
VTMs with VLB'_ ] ] o a network can have exponentially many cuts. Even so, the

The theorem is stated in terms of cutscatis a partition 5 9qrithm is practical for small networks. We enumeratesl th
of V' into two disjoint sets,5 andV — S, such that all pairs ¢;ts of random networks with size= 20 in less than a minute

of nodesi, j € S have a path between them that contains onlyith 4 naive Python script; more sophisticated techniquést e
nodes inS. We denote a cut byS,V — S). We say that an ¢, larger networks [1], [6], [10].

link (¢, 7) with i € S andj € V — S crosseghe cut, and we

denote the set of all links crossing the ¢8t V' —S) by 6(.5). IV. WORSTCASE CAPACITY REQUIREMENTS OFVLB
The capacity of a cutS,V — S) is the sum of capacities of

lcl?ls(,)li %(:S), angl(g/;/e denote the capacity 6f, V" — 5) by VLB needs to serve all VTMs on a topolog@y, we denote this
~ Lae€d(s) . . ._capacity requirement b G). We begin by proving that
The following theorem gives a necessary and sufﬁme@pB reéuirgs the most%:i/ptg((:it; whe isga p;’tr?in SSCtion
condition for routing all VTMs regardless of the network’ﬁ :

V-A. We next give an example of hovlsy g(G) decreases

topology. linearly as additional links are added & in Section IV-B.
Theorem 1 (Necessary and sufficient capacity of a cu®) Finally, we conclude this section with a brief comparison of
heterogeneous network with node rates,...,r, and load SVLB and shortest path (SP) routing in Section IV-C.
balancing parametersy,,...,«, can serve all valid traffic  For our analysis, we consider only homogeneous networks,
matrices using multi-path VLB routing if and only if, for allwhere each node has rate We primarily use SVLB, where
cuts(S,V — 5) of G, a1 = -+ = ay, N0 matter the topology since it is easier
_ to analyze than VLB. Similar to the definition dfsy g(G),

c(8) 2 Av_sBs + AsRv_s = g(S) given a networkG using SP routing to serve all VTl\sls,) we
where Rs = ), g i is the sum of node rates ifi C V and denote the minimum necessary and sufficient sum of its link
As =g capacities byLsp(G).

Proof: All proofs have been omitted due to space corg \worst-case topology for SVLB is a path
straints. See the full version of this paper [3] for details , , .
In the proof of Theorem 1, we give a polynomial-time We seek to find the topology which requires the most

algorithm to find the max multicommodity flow for VLB c@pacity to serve all VTMs with SVLB. We begin by showing
networks with a fixedv, ..., a,. As it cannot find optimal that adding additional links to a network using VLB does not

values forai, . . . , a,, this algorithm is still dependent on the€Ver increase the network’s necessary capacity.

LP of [9] to find optimal settings for these load balancingemma 2. Let G = (V, E) be a network that can serve all
parameters. We note that if one solves the LP of [9], it refurjajid traffic matrices using single- or multi-path VLB and le
a solution to the multi-path VLB routing problem, so solvingy’ — (V,EUF) be a network that is obtained by adding a

the VLB routing problem with the algorithm given in the prooket of linksF to G. ThenLyis(G’) < Luis(G).
of Theorem 1 is redundant.

In this section, we study the necessary and sufficient cgpaci

This lemma implies that the worst-case topology for VLB,
B. Serving all valid traffic matrices with link failures and consequently SVLB, must be a tree, a topology with
We now show how Theorem 1 can be used to determinegXactly one path between each pair of nodes. This result
a network can withstand link failures. We say that a netwodontrasts a recent advance on direct routing, which shoats th
is k link resilientif it can serve all VTMs afterk arbitrary a tree is the optimal topology for single-path direct rogtin
links are removed. [5]. We will give an example of how adding additional links
We now give a simple algorithm, based on Theorem 1, to a network can decrease its necessary capacity momsgntaril
check if a network ik link resilient. The observation behind(Section IV-B); first, we show that a path is the worst-case
the algorithm is that Theorem 1 holds regardless of the numltepology for SVLB.
of links crossing a cut, so it gives a necessary and sufficientA path is a tree, denoted by, = (V,E) whereV =
condition for a network to serve all VTMs under link failures{0,1,...,n — 1} and each nodéis neighbors withi — 1 and
if a set of links fail, the capacity of all cutsS,V —.S) of the i+ 1, except for when = 0,n — 1, theni has one neighbor, 1
network must remain at leag{(.S). Therefore, the following andn — 1 respectively. The following shows that a path is the



worst-case topology in terms of necessary total link capaci V. VLB NETWORK DESIGN

when using SVLB. In this section we show how the theoretical tools developed

Theorem 3. For any homogeneous netwotk, Lsvi g(G) is thus far can be applied to the design of VLB networks. We
maximized wheld is a path. are interested in designing VLB networks at the physical
éayer so as to find a minimum-cost network that can serve all

We can now compute the worst-case capacity for SVL valid traffic matrices. Unlike previous work on provisiogia

which is: VLB network, we use the fixed-charge cost model (described
I Py 2"*1 2r . L 2(n*=1)r below). After we present the fixed-charge cost model, we
svie(Fn) = Z ﬁl(" —i) = 3 describe the VLB network design problem in Section V-A,
1=1

and then go on to develop an integer program (IP) that designs
We now have thaR(n? — 1)r/3 is an upper bound on thea minimum-cost VLB network. In Section V-B, we show
capacity required to serve all VTMs with SVLB; previoushow this IP can be modified to find the min-cost expansion
work [11] has shown thar(n — 1) is a lower bound on of a network—via upgrading links, installing new links, or a
the amount of capacity required by SVLB on a homogeneogsmbination of both—so that the upgraded network can serve
full-mesh. We will discuss how these bounds compare with St VTMs. Finally, we give an IP for constructing a VLB
and optimal routing in Section IV-C. First, we give an exaenplnetwork that can serve all VTMs with up to arbitrary link

of how increasing the number of links in an SVLB networkailures in Section V-C.

lowers its capacity requirements.

B. How Lev.e(G) is affected by additional links The fixed-charge network design cost moddh the fixed-
o o charge cost model, we are given a set of cable types, each

Lemma 2 implies that adding links to a network reduces th@ih 3 maximum capacity, that can be used to connect nodes.

capacity required by for the network to serve all VTMs Wit each pair of nodesand j, the network planner estimates

VLB, but it does not specify how muchsyis(G7) decreases e cost of installing the linki, ) with each cable type. This

(if any) when a new link is added . To get an idea for how ggtimate could be as simple as multiplying the cost per unit

additional links affect the necessary and sufficient capadi length of a cable with the distance betweeand j, or could

an SVLB network, we'll show howLsyig(() changes as We e more sophisticated, e.g., one’s cost estimate couldake

add additional links to a cycle. L&t, denote a network that 5ccqunt the type of terrain the link will traverse (instagjia

is a cycle or aring. _ _ link across rugged mountains is more costly than across a flat
We'd like to be able to add more links around this cycl&yain). Anytime we describe a network design problem using

so we defineC,; be a network wheré” = {0,...,n — 1}  the fixed-charge cost model, [&t= V x V be the set of all

and nodei has neighborgj + k modn : k € {1,...1}} candidate links such that eaehe F has a cost of installation
and! < n/2, so therefore”,, ; has2in links. Computing the cost(e) and a maximum capacity(e).

required capacity foC,, ;, we have

2 A. Designing a new VLB network

n-r
Lsvin(Cny) = k+1 We now show how to design a new VLB network under the

whenn is even andt < n/2, showing that VLB performs fixed—charge.cost model, that is, we givg an integer program
very well as the number of links increases. While the fuffP) formulation of theVLB network design problenwhich

n(n — 1)/2 links is necessary to obtain the optimality resulti?kes as input a set of nodes each with a rate;, and a set

of VLB, we have shown that VLB does not require too muchf candldatg linkg” where each Imk_has a maximum capacity
additional capacity on networks with a moderate number 6f¢) @nd a fixed costost(e). A solution to the VLB network

links vs. nodes. plesigq problem is a netwoﬂ_Z = (V,E) WhereZeeElcost(e) _
is minimal among all possible networks whose link set is a
C. Comparison of SVLB, SP, and optimal routing subset off” that can serve all VTMs. The VLB network design
Finally, the following table summarizes our findings abouroblem is easily seen to be NP-hard. It can be reduced to the
the capacity requirements of SVLB and SP routing. generalized Steiner tree problem and the knapsack problem.
Due to space constraints, we do not present the full VLB
Routing scheme  Worst-case Best-case network design IP here—see the full version for details [3].
SVLB 2(n* = 1)r/3  2r(n—1) [11] The goal of the VLB network design IP is to minimize the
topology path full-mesh following objective function.
Shortest path >rnn—1) 2r(n—1)[12]
topology full-mesh star Minimize Z cost(e)x(e)
ecF

In the table, we give the best- and worst-case values for
Lswis(G) and Lsp(G) on any topologyG. For each routing This objective function minimizes the cost of links that are
scheme considered, we list the topology that brings abaut thelected for use. The indicator variabig¢e) for each link
best- or worst-case behavior. indicates whether or netis selected for use, i.e., if(e) = 1,



thene € E and hence: is in the min-cost network that canadding additional constraints to the VLB network design IP
serve all VTMs with VLB. to ensure that the capacity of all cuts remains at Ig&st)

As this is an IP, its runtime is exponential in the worst-casehen any set of links are removed from the network. This
This is a particularly difficult IP—in the full version of thi approach finds an optimal network in terms of link capacity;
paper, we discuss techniques to compute it. however, it's complexity grows exponentially ik, as the

) o number of subsets df links grows exponentially irk.
B. Upgrading an existing network

We now show how to find a min-cost upgrade to an existing VI. CONCLUSIONS
network so that it can serve all VTMs with VLB—a problemlhe optimal load balancing scheme has yet to be found.
we call theVLB upgrade prob|emThe VLB upgrade pr0b|em VLB doubles the round trip time of packets in the worst-
takes as input a netwoi® = (V, E) with link capacitiesc(¢) case and, as we've shown here, can require more capacity
for all e € E and rates for each nods, ..., r, and a set¥ than shortest path routing. VLB is especially ineffective o
of candidate links, each € I with a max capacity:(¢) and Sparse topologies; however, we've shown that as the density
cost cost(e) to install. Presumablys is an existing network Of a topology increases, VLB’s worst-case required capacit
that does not have enough Capacity to serve all VTMs Wig}ecreases Iinearly with the number of links beyond the first
VLB. The output to the VLB upgrade problem n — 1 links required to connect all nodes. Theorem 1, which

The VLB upgrade problem can be solved by reformu|atir@1aracterizes the capacity of cuts in a VLB network, is the
it as a VLB network design problem. The idea is to, for eadpower behind these VLB provisioning results. We view this
link ¢ € E, adde to the set of candidate link&' with ¢(¢) theorem as a step towards understanding the structure of VLB

set toe’s existing capacity andost(e) = 0 so thate is free networks.

to use. This way, all existing link capacity is free to use. We have also shown that the predictable nature of traffic in a
o VLB network allows for VLB network design problems to be
C. Designing a fault-tolerant VLB network accurately stated and computed. VLB is a powerful network

We now show how to design/alink resilient VLB network. design framework, and we've shown it can facilitate network
Ideally, we would like to be able to specify the necessaf§esign so that operators have rigorous tools, rather than be
capacity of each link in the network so that the networRractices, available for designing and extending theivoeis.
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